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Motion is an important aspect of face perception that has been largely neglected
to date. Many of the established findings are based on studies that use static facial
images, which do not reflect the unique temporal dynamics available from seeing
a moving face. In the present thesis a set of naturalistic dynamic facial emotional
expressions was purposely created and used to investigate the neural structures
involved in the perception of dynamic facial expressions of emotion, with both func-
tional Magnetic Resonance Imaging (fMRI) and Magnetoencephalography (MEG).
Through fMRI and connectivity analysis, a dynamic face perception network was
identified, which is demonstrated to extend the distributed neural system for face
perception (Haxby et al.,2000). Measures of effective connectivity between these re-
gions revealed that dynamic facial stimuli were associated with specific increases in
connectivity between early visual regions, such as inferior occipital gyri and superior
temporal sulci, along with coupling between superior temporal sulci and amygdalae,
as well as with inferior frontal gyri. MEG and Synthetic Aperture Magnetometry
(SAM) were used to examine the spatiotemporal profile of neurophysiological activ-
ity within this dynamic face perception network. SAM analysis revealed a number
of regions showing differential activation to dynamic versus static faces in the dis-
tributed face network, characterised by decreases in cortical oscillatory power in the
beta band, which were spatially coincident with those regions that were previously
identified with fMRI. These findings support the presence of a distributed network of
cortical regions that mediate the perception of dynamic facial expressions, with the
fMRI data providing information on the spatial co-ordinates paralleled by the MEG
data, which indicate the temporal dynamics within this network. This integrated
multimodal approach offers both excellent spatial and temporal resolution, thereby
providing an opportunity to explore dynamic brain activity and connectivity during
face processing.

Keywords: Face perception, functional magnetic resonance imaging, magnetoen-
cephalography.
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Chapter 1

A review of face perception research:

from a specialised module to a

distributed network

1.1 Overview

In this chapter, face perception literature relevant to the present thesis will be reviewed.

To begin, a review of the early face perception literature will be provided, starting from the

early studies and models developed in cognitive psychology, and proceeding to neuroima-

ging studies, which focused on functional specialisation within the cortex. More recent

neural models of face perception and emotion recognition will then be described, and the

important factor of motion in face processing will be discussed. Neuroimaging studies

of biological motion and dynamic face perception will then be presented. This will be

followed by a discussion of network theories on functional integration and distributed

networks in face perception. Then a brief overview of the neuroimaging methods used in

the present thesis will be provided, followed by a discussion of multimodal integration.

Finally the overall objectives and goals of the present thesis will be outlined.

1.2 Early face perception research

The human face not only acts as a means of identification but also serves to provide

insights into emotional states and intentions through facial expressions, interpretation
26



of speech through lip reading, and information about personality, attractiveness, age

and gender. The sheer complexity of this information suggests that face perception is an

advanced cognitive ability. Consequently, face perception has emerged as a major research

area spanning many different disciplines including, psychology, cognitive neuroscience,

computer science and neuroimaging, among others (Tovée, 1998), which highlights the

broad focus of current face perception research.

However, before the advent of neuroimaging techniques the primary methods of face

perception research were neuropsychological observations of single cases and behavioural

investigations using various photographs of faces, where the derivation of identity was

the most popular topic for research (Bruce and Young, 1986). Yet, despite this relat-

ively narrow focus of early face perception research on identity processing, researchers

did recognise that faces constitute a unique visual stimulus and evidence from neuro-

psychological studies suggested that the brain may possess systems that are specifically

important for processing faces (Young et al., 2008). These early cognitive behavioural

and neuropsychological face perception studies will be discussed in the following sections.

1.2.1 Neuropsychological studies

Initial evidence to show that the brain may process faces differently from other objects

came from neuropsychological studies of patients with prosopagnosia (Damasio et al.,

1982). Prosopagnosic patients are described as having normal visual abilities but im-

paired face recognition abilities, usually following ventral occipital or temporal lobe le-

sions. In the literature a distinction has been made between ‘apperceptive’ and ‘associ-

ative’ prosopagnosia (Damasio et al., 1990). Patients with ‘apperceptive’ prosopagnosia

are unable to perceive faces due to an impairment in visual perception, which is generally

associated with damage to the right visual association cortices within the occipital and

parietal regions. Conversely, patients with ‘associative’ prosopagnosia appear to be able

to perceive faces correctly, but are unable to recognise familiar faces. This is generally

due to bilateral damage within inferior occipital and temporal visual cortices. Further-

more, Moscovitch et al. (1997) have reported a patient with object agnosia but intact face

recognition abilities. This is an important double dissociation between face and object

recognition, as it suggests that the two abilities are functionally distinct and anatomically
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separable.

There are also cases of prosopagnosia, where patients can interpret facial expressions

correctly but are unable to correctly identify familiar faces (Humphreys et al., 1993).

This dissociation lends support to the theory that the processing of facial expression and

identity proceed independently in different neural regions (see subsection 1.3.2). However,

caution must be taken when interpreting such data because brain damage can affect large

and diffuse areas making it difficult to localise function to specific regions. Furthermore,

some researchers claim that prosopagnosia may constitute more than a face disorder, as

many prosopagnosic patients also show signs of impaired object recognition (Gauthier

et al., 1999). Hence, it has been suggested that studies of prosopagnosic patients may not

have used adequate controls and patients may in fact be impaired at category judgements

of visually similar objects (Gauthier et al., 1999).

1.2.2 Behavioural studies

Much of the early behavioural face perception research focused on face recognition, how-

ever this topic is only briefly mentioned here as it is outside the scope of this thesis to

review the face recognition literature (for review see Bruce and Young, 1986). Researchers

have investigated the factors affecting face recognition abilities by manipulating various

conditions such as viewing angle, changes in appearance and changes in expression (Bruce

and Young, 1986). In general, the main finding from these studies was that recognition of

unfamiliar faces was affected by changes in facial expression and viewing angle, whereas

recognition of familiar faces was largely unaffected by these different viewing conditions.

Furthermore, changing facial expression did not appear to affect identity judgements and

vice versa. It was therefore suggested that different processes are involved in the recogni-

tion of familiar and unfamiliar faces, and that facial identity and expression are processed

independently. These findings were later incorporated into the influential cognitive face

perception model of Bruce and Young (1986) (see subsection 1.2.3).

While the majority of behavioural face perception research at that time was concerned

with face recognition, the processing of facial expressions did receive some attention. Not-

ably, research by Ekman and colleagues on the universals of emotion, which was inspired

by Darwin (1872)’s seminal work, investigated the perception and categorisation of fa-
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cial expressions (Ekman and Friesen, 1971). In 1872 Charles Darwin described in detail

how humans and animals express facial emotions, and claimed that facial expressions are

innate and universal throughout all cultures and races.

A century later, the work by Ekman and colleagues (Ekman and Friesen, 1971; Izard, 1971;

Ekman, 1992) appeared to confirm Darwin’s observations. In a series of studies, category

judgements of facial expressions were examined by showing static photographs of various

facial expressions to observers from different cultures (e.g. USA, Brazil, Chile, Japan).

They found that some facial expressions, including anger, happiness, fear, disgust, surprise

and sadness, were recognised universally across cultures. It is now generally accepted

that these represent the six basic emotion categories (Ekman et al., 1987). However this

interpretation has received criticism, particularly from Russell (1994) who argues that

the studies lack ecological validity (see subsection 1.3.6 for further discussion of ecological

validity). For a recent review and alternative interpretation of Darwin’s theory see Barrett

(2011).

1.2.2.1 Dynamic information

An important aspect of face perception that has generally been neglected is the dynamic

nature of the human face. The majority of studies have used static facial images such

as line drawings or photographs to explore face perception, but human faces are not

static entities. Human faces can move in a variety of ways for numerous reasons, and it

is therefore unlikely that this inherent dynamic information is redundant. Traditionally

facial motion has been described as being a form of either rigid or non-rigid motion.

Rigid facial motion is usually used to describe the rotations and translations of the entire

head, such as nodding or turning the head. In contrast, non-rigid facial motion refers

to internal motion of the facial features such as lip movements or eyebrow motion. In

general, naturally occurring facial motion contains both rigid and non-rigid motion and

there is converging evidence suggesting that both types of motion play an important role

in face perception (O’Toole et al., 2002).

One of the first formal studies on dynamic face perception was conducted by Bassili in

1978 using the point light experimental technique. This technique involves the creation

of animation sequences by using a number of dots to represent the main joints of the
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body or face and creating realistic movement patterns of these joints. Static sequences

are viewed as a meaningless group of dots but when animated give the impression of a

human form. Bassili (1978) found that subjects were better able to distinguish faces from

non-face objects, and to correctly identify different emotions, in the moving condition

compared to the static condition.

Bruce and Valentine (1988) later replicated these results using the same technique. They

found a significant improvement in identity judgements and recognition of expression for

moving dot displays and concluded that motion provides information in situations where

the static cues are impoverished, by contributing to perception of the 3D structure of the

face. However, it must be noted that point-light displays are highly impoverished stimuli

as the spatial information about facial structure is absent (Hill and Johnston, 2001).

Nevertheless these studies demonstrate the value of motion cues in emotion classification

in the absence of other information, but it is difficult to generalise to the perception of

faces in the real world.

Recently, Hill and Johnston (2001) found that facial motion can convey information about

gender. While research by Pike et al. (1997) and Christie and Bruce (1998), among

others, revealed that facial motion can contribute to identity judgements. Furthermore,

Ekman and Friesen (1982) discovered differences in the timing of false and genuine smiles,

suggesting that temporal information can be used to assess the emotional valence of a

dynamic expression.

Similarly, Wehrle et al. (2000) found that dynamic emotional expressions facilitate emo-

tional processing, and propose that this may be due to additional information encoded

in facial action patterns, which is not present in static stimuli. A contention supported

by Kamachi et al. (2001) who found that judgements of facial affect were influenced by

changing the velocity of a moving expressing face, which implies that the dynamic display

of facial expressions provides unique temporal information about the expressions which is

not available in static displays. Thus, in order to understand human face perception abil-

ities in naturalistic contexts the role of motion should be considered, because human faces

are dynamic objects and are always perceived as moving in their natural social ecology

(Knight and Johnston, 1997).
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Figure 1.2.1: The functional model of face recognition adapted from Bruce and Young (1986),
shows two distinct pathways for identity and facial expression processing.

1.2.3 The functional model for face recognition

By merging the findings from behavioural and neuropsychological studies, and casting

them in a unified framework, Bruce and Young (1986) developed an influential theoret-

ical model of face recognition, which has dominated the psychological literature for over

twenty years. This model gives a modular account of the face processing system, which is

described in terms of processing pathways and specific modules involved in face recogni-

tion. The first level of analysis is the structural encoding stage where visual analysis of the

face is performed. Facial expression and identity information are processed independently

at this stage, and diverge into different processing pathways (see Figure 1.2.1). The facial

expression ’route’ contains specialised modules for expression analysis and facial speech

analysis, whereas modules for face recognition, person identity and name generation are

in the recognition pathway. There is then an all encompassing cognitive system, which is

required to combine information from the different modules (see Figure 1.2.1).
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This model can be used to explain certain neuropsychological phenomenon, for example,

aperceptive prosopagnosia can be explained by deficits in the structural encoding stage,

whereas associative prosopagnosia could be due to damage to the face recognition or

person identity nodes (Henson et al., 2003). Furthermore, prosopagnosic patients who can

interpret facial expressions correctly but are unable to correctly identify familiar faces,

support the division between facial expression and identity processing (Humphreys et al.,

1993). The notion of functional independence between identity and expression processing

is also supported by behavioural evidence showing that the recognition of facial expressions

are not affected by the familiarity of a face and vice versa (Young et al., 1986). However,

Schweinberger and Soukup (1998) found that expression judgements were modulated by

identity and familiarity, suggesting that there may be some interaction between expression

and identity processing. The independence between identity and expression processing is

still a current source of investigation in face perception research and will be discussed in

more detail in subsection 1.3.2 and subsection 2.1.2.

The main benefit of the Bruce and Young model is that it provided a unified framework

from which testable hypotheses could be derived. However, the model is primarily con-

cerned with the functional components within the face perception system and does not

provide a neural description of these areas. The model is also dated now as it implies that

the brain is organised in independent modules, which work serially and independently,

resembling the computer analogy that was prevalent at the time. But this view is no

longer presentable (Grossberg, 2000).

1.3 Neuroimaging and neurophysiological studies of

face perception

In recent years, face perception research has benefited from the application of neuroima-

ging and neurophysiological techniques, which have been used to examine neural activation

patterns in response to numerous face processing tasks (see section 1.5 for a discussion of

these methods). In keeping with the traditional modular view in face perception research,

many of these studies aimed at determining whether a specific area or module exists in

the human brain that is selectively involved in face processing (Kanwisher et al., 1997).
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However, recent results have uncovered a broad neural network of regions involved in

the processing of faces (Haxby et al., 2000; Ishai, 2008). The findings from these studies

will be reviewed in the following sections and a recent neural model of face processing

proposed by Haxby and colleagues will be discussed.

1.3.1 A specialised face perception module?

In addition to evidence from neuropsychological studies of patients with prosopagnosia

(see subsection 1.2.1 ), single unit recording studies in non-human primates are also be-

lieved to provide further evidence for a specialised face perception system. These studies

revealed selective face-responsive neurons in inferior temporal cortex, where faces are

represented by the combined activity of groups of neurons forming unique patterns of

activation, a population code, for every face (Young and Yamane, 1992). However, cells

in inferotemporal cortex have also been shown to respond to other objects such as hands

(Gauthier et al., 1999). Nonetheless, a recent study by Tsao et al. (2006) claims to have

found a region in the macaque temporal lobe that consists completely of face-selective

cells. They used functional magnetic resonance imaging (fMRI) to localise the face select-

ive region in two macaques to guide the single-cell recording and report 97% of cells in

this region responded selectively to faces. They therefore claim that these results provide

evidence for a specialised face perception region. Although this is not so obvious given

that they found many cells that responded significantly to non-face objects such as orange

lines, and the small sample of only two monkeys.

Evidence from human electrophysiological studies also suggests that face processing may

be unique, and activates specialised neural areas in ventral occipito-temporal cortex within

200 ms of stimulus presentation (Allison et al., 1999). Electroencephalography (EEG) and

magnetoencephalography (MEG) studies have identified the N170 and M170 response

components respectively, which are selectively responsive to faces, occurring at approx-

imately 170 ms post stimulus presentation (see chapter 4 for more detailed discussion).

The N/M170 response is generally twice as large for faces compared to other control ob-

jects (Bentin et al., 1996; Liu et al., 2002). A similar response has also been measured

intracranially known as the N200 response. However, there is much debate as to whether

such activation is uniquely specific to faces, or whether it represents more general effects
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of expertise that are not exclusive to face processing (for recent discussions see Rossion

et al., 2003; Xu et al., 2005).

Numerous fMRI studies, have identified a region in the fusiform gyrus that is consist-

ently activated when subjects view faces compared with other objects such as letters,

animals and human body parts (Kanwisher et al., 1997). Some researchers believe that

these results reflect activity of a specialised module for face perception and consequently

termed it the ’fusiform face area’ (FFA). This area appears to correspond with the region

that has been damaged in prosopagnosic patients, and the region implicated in electro-

physiological studies (Kanwisher et al., 1997; Kanwisher, 2000). Thus providing support

for a specialised anatomically discrete face processing area in both temporal and spatial

domains.

However, this view has been challenged, particularly by Gauthier et al. (1999), who pro-

posed that this region is not specialised to faces but to visual expertise. This is based

on findings from studies where FFA exhibited increased activation for (highly familiar)

objects of expertise including ’Greebles’ (complex three dimensional similar shapes), birds

and cars. Hence, Gauthier et al. (1999) argue that activation in the so-called fusiform

face area may reflect processing of highly similar objects rather than faces per se. There

is still ongoing debate as to whether this particular region in the fusiform gyrus is domain

or process specific (for recent reviews see Xu et al., 2005; Kanwisher and Yovel, 2006).

An alternative view was presented by Ishai and colleagues (1999), where they proposed

that the representations of different categories of objects including faces are distributed

within ventral temporal cortex based on their features. In a series of studies they report

similar patterns of response to faces and other objects in bilateral regions of ventral

occipital cortex. They found that objects with similar shape and features were clustered

together, creating a consistent topographical arrangement and activation pattern. Haxby

et al. (2001) therefore propose that faces and objects are represented within a widely

distributed and overlapping network of regions in ventral temporal cortex. This is contrary

to the notion of a highly specialised neural area for face perception or a face specific

module. Rather, in this view, the fusiform gyrus forms part of a larger extended network,

which is involved in the representation of all objects.
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1.3.2 The distributed neural system for face perception

Based on the broad activation of cortical areas in response to faces Haxby and colleagues

(2000) proposed a distributed neural system for face processing, which is compatible

with the Bruce and Young (1986) framework (see subsection 1.2.3). Like the Bruce and

Young (1986) model, the distributed face perception model distinguishes between the

representation of the invariant versus the changeable aspects of faces. This model is

hierarchical, consisting of a core system and an extended system (see Figure 1.3.1). The

core system comprises three bilateral regions in occipito-temporal cortex. Within this

core system, the initial perception of facial features occurs in the inferior occipital gyri

(IOG). It is suggested that from here there are two functionally and neurologically distinct

pathways, based on the idea that facial structure is more important for identification

purposes, while changeable aspects are necessary to facilitate social communication. Thus

the perception of identity, the invariant aspect of a face, occurs in the lateral fusiform

gyri (FG), whereas the superior temporal sulci (STS) are involved in the processing and

representation of the changeable facial features.

The extended system incorporates additional brain regions that are recruited to process

and assess the importance of information drawn from the face. For example, the amy-

gdala, insula and limbic system are recruited to process emotional content, whereas the

intraparietal sulcus is involved in processing spatially directed attention such as eye gaze.

Additionally, auditory cortex is engaged in processing speech-related mouth movements,

and personal identity and biographical information are accessed via anterior temporal

regions. This model therefore takes into account the two main aspects of face processing,

which are, the representation of the invariant aspects of a face to facilitate recognition,

and the interpretation of the changeable aspects of a face to facilitate social interaction

and communication. However, this model does not account for the importance of dynamic

information in social communication.

This limitation was addressed by O’Toole et al. (2002), where they amended Haxby et al.’s

(2000) model to incorporate findings from studies on moving faces (see subsubsection 1.2.2.1).

They propose that when a face is encountered its static structure is processed by the vent-

ral stream and the dorsal stream processes facial motion. In the dorsal stream facial mo-

tion such as dynamic characteristics gained from facial speech, expressions and head/face
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Figure 1.3.1: The distributed human neural system for face perception, adapted from Haxby
et al. (2000). This model shows a core system in occipito-temporal cortex where visual analysis
of faces takes place. Changeable and invariant aspects of faces are processed in two distinct
pathways in the core system. The extended system incorporates additional brain regions for
further face processing.

movements are processed in the middle temporal visual area (MT) before projecting to

STS. Contrary to Haxby’s model, this suggests that the STS plays a role in facial identific-

ation when identification can be gleaned from dynamic facial signatures, this is known as

the supplemental information hypothesis. Furthermore O’Toole et al. (2002) suggest that

dorsal and ventral streams may communicate via middle temporal visual area MT thus

facilitating recognition through structure-from-motion, which is known as the representa-

tion enhancement hypothesis. Taken together these models provide a sound framework to

study various face-related processing and activity. However in order to develop a better

understanding of human face perception the degree of separation and interactions between

the different regions within the distributed neural system needs to be examined.

Recently the degree of separation between the fusiform gyrus, which is involved in pro-

cessing facial identity, and the superior temporal sulcus involved in facial expression

analysis has been examined. Evidence to support the existence of independent visual

pathways for identity and expression processing comes from neurpsychological and beha-

vioural studies (as previously discussed in section 1.2), as well as from neurophysiological

and neuroimaging research. Neurophysiological studies in non-human primates have re-

ported cells responsive to facial identity in inferior temporal cortex, while cells in STS
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show selectivity towards facial expressions, viewing angle, and gaze direction (Hasselmo

et al., 1989; Perrett et al., 1992). Additionally, findings from neuroimaging studies have

revealed increased activation in the fusiform gyrus to facial identity, whereas facial ex-

pressions elicited increased activation in the STS (Haxby et al., 2000).

However, in a recent review, Calder and Young (2005) argue that the evidence appears

to support partial separation between the coding of facial identity and expression, rather

than independent processing pathways. For example, Perrett et al. (1985) found cells in

the STS that are sensitive to both facial expression and identity. In addition, recent fMRI

studies have reported increased activation in the fusiform gyrus to both facial identity

and expression (Vuilleumier et al., 2001). Calder and Young (2005) therefore propose an

alternative approach based on computational modelling studies using principal component

analysis, where the relative separation of facial identity and expression processes evolves

from a common integrated representational system, rather than a complete bifurcation of

the visual processing pathways (see chapter 2 for further discussion).

While Haxby et al.’s (2000) model provides an excellent framework, it is primarily con-

cerned with the spatial localisation of the neural structures involved in face perception

but does not address the related temporal processing. Hence, Adolphs (2002b) later ex-

tended Haxby et al.’s (2000) model to include temporal information (see subsection 1.3.5).

Nevertheless, Haxby et al.’s (2000) model highlights the importance of facial expression in

social interaction, and has paved the way from merely studying face recognition processes,

to the investigation of more broader aspects of face and emotion perception. This will be

discussed in the proceeding section.

1.3.3 Anatomical location and relative timing of evoked poten-

tials

Numerous electrophysiological studies using various techniques have investigated the time-

course of face processing and have shown a relatively consistent pattern of results. It has

been shown that just as information about faces is spatially distributed across cortical

sites, faces are also processed at various temporal scales (Vuilleumier and Pourtois, 2007).

In a series of studies Allison et al. (1999) recorded intracranial event-related potentials

(ERPs) from a group of patients with epilepsy and reported face responsive activity at
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200 ms (termed the N200 response), recorded over ventral occipito-temporal cortex and

middle temporal gyrus. This response was greater for faces compared to other objects

and was found consistently across three different studies.

ERP scalp recording studies in healthy control populations have reliably reported a sim-

ilar negative evoked potential, recorded over posterior scalp electrodes, at approximately

170 ms (N170) in response to faces. This response is larger for faces than all other object

categories tested (Bentin et al., 1996; Itier and Taylor, 2004). An earlier positive response

has also been recorded at approximately 100 ms (P100) over occipital scalp electrodes,

which is responsive to face stimuli (Itier and Taylor, 2002, 2004). It has been proposed

that the P100 response reflects the coarse processing of faces, while the N170 response

represents more detailed structural encoding processes where a perceptual representation

of the face is extracted (Itier et al., 2006). In support of this a recent study by Nakashima

et al. (2008) did indeed find that the P100 was responsive to low spatial frequency in-

formation, reflecting coarse face-selective processing, whereas the N170 showed a greater

response to high spatial frequency information and thus was related to the encoding of

the detailed feature information of faces.

A similar face sensitive response has also been found with MEG, at approximately 170 ms

(M170) on posterior-lateral sensors (Watanabe et al., 1999; Liu et al., 2000). Furthermore,

an earlier response occurring between 90 and 140 ms (M100) over occipital sites has also

been reported which shows some face sensitivity (Liu et al., 2002). Liu et al. (2002)

investigated the different temporal responses to face stimuli using MEG and found that

the M100 response is involved in processing local face parts, whereas the M170 response

reflects processing of more global face configuration. They therefore propose that the

M100 and the M170 reflect two different stages of face perception. The M100 reflects the

first stage whereby a stimulus is categorised as a face based on the low level features such

as face parts, and in the second stage the M170 facilitates identification and is based on

more broad configural information processing of the face.

However, because electrophysiological methods have poor spatial resolution it is difficult

to accurately localise these evoked responses. A number of studies have tried to resolve

this issue by using source analysis techniques and found that the M170/N170 was localised

to the fusiform gyrus for both the M170 (Liu et al., 2000) and N170 (Itier and Taylor,
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2002). However, there is still some debate over this (Itier and Taylor, 2004). For example,

Horovitz et al. (2004) used fMRI and EEG to investigate the sources of the N170 and

found significant correlations between the fMRI signal and N170 amplitudes for faces in

bilateral fusiform gyrus as well as the superior temporal gyrus.

Furthermore, Itier et al. (2006) used MEG and an event-related SAM beamformer to

determine the sources of the M170 and M100. They found a bilateral occipital source

centred around the lingual gyrus and cuneus for the M100 component, whereas source

analyses of the M170 component revealed two different sources, which the authors term

the M170A and M170B. The M170A was situated in occipital extrastriate areas while the

M170B was located in the fusiform gyrus. They later suggest that there are in fact three

distinct components that form part of the N170/M170 response. These include a lateral

temporal source in the posterior STS (N170), a fusiform gyrus source (M170B), and a

more medial inferior occipital source (M170A). Notably, these three sources are consistent

with the ‘core system’ in Haxby et al.’s model.

More recently, Sato et al. (2008) used fMRI and MEG with a 3D spatial filter to investigate

the temporal pattern of activation in the STS compared with that of the fusiform gyrus in

response to eye gaze. They found increased activation in the STS in response to averted

versus straight gazes, between 150–200 ms, which peaked at 170 ms post stimulus onset.

In contrast, the fusiform gyrus did not show a selective response to gaze aversion at 170

ms but did respond to faces in general. They conclude that the STS is involved in gaze

processing at around 170 ms but the fusiform gyrus is not, which again is consistent with

the model of Haxby et al. (2000).

To summarise, the findings from these electrophysiological studies converge on a network

of brain regions that are known to contribute to face perception and have provided addi-

tional information on the temporal processing of information in these regions. An early

evoked response has been identified in early visual regions such as lingual and inferior

occipital gyri at approximately 100 ms post stimulus onset, followed by later evoked re-

sponses in STS and fusiform gyrus at approximately 170 ms. However, as with much

of the face perception literature to date, the studies described so far have used static

images of faces, which lack important temporal information (see subsubsection 1.2.2.1).

These static facial stimuli represent impoverished displays lacking natural facial motion,
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therefore they do not allow a complete description of the temporal structure of face spe-

cific neural activities to be made. Dynamic stimuli would offer a more suitable means of

examining the neural basis of realistic natural face perception.

1.3.4 Facial expressions of emotion

Haxby et al. (2000) highlighted the importance of facial expressions in social interactions,

as they can carry information about emotional state, intention, or focus of attention,

among others. Consequently the recognition of emotional facial expressions draws not

only on brain areas involved in visual processing of the structural aspects of the face,

but also recruits brain areas involved in processing the emotional information (Haxby et

al., 2000). Emotions can be perceived via different modalities such as the face and voice,

and different cues such as facial cues and bodily gestures. Yet the face appears to be one

of the most important cues for perceiving an emotional state. Thus, many studies focus

exclusively on the perception of facial expressions, whereby facial expressions of emotion

have been used as a means of investigating the neural substrates of emotion perception

(e.g. Vuilleumier et al., 2001; Adolphs, 2002b). This section will provide an overview

of the current research on the recognition and perception of facial expressions and the

associated underlying functional and cognitive processes within the brain.

As previously described, evidence from neuropsychological patients suggests that different

neural regions are involved in processing different types of face-related information (i.e. in

prosopagnosia). Similarly, findings from clinical studies of patients with lesions or certain

neurological disorders have revealed selective impairment of specific facial expressions,

generally fear and disgust (Calder et al., 2001). For example, numerous human lesion

studies have reported impaired recognition of fearful facial expressions following amygdala

damage (e.g. Adolphs et al., 1994; Young et al., 1995; Calder et al., 1996; Sprengelmeyer

et al., 1999). While a patient with lesions in the left insula and basal ganglia, was

unable to selectively recognise facial expressions of disgust. Additionally, patients with

Huntington’s disease display a selective deficit in the recognition of facial expressions of

disgust, which is believed to be due to basal ganglia degeneration (Sprengelmeyer et al.,

1997).

Consistent with these clinical observations, neuroimaging studies reliably report amygdala
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activation to fearful facial expressions (e.g. Breiter et al., 1996; Morris et al., 1996; Phil-

lips et al., 1997; Whalen et al., 1998; Vuilleumier et al., 2001), whereas facial expressions

of disgust elicited activation in the insula and basal ganglia but not the amygdala (Phil-

lips et al., 1997). Based on this converging clinical and neuroimaging evidence showing

a double dissociation between fear and disgust processing, it is claimed that dissociable

neural subsystems for fear and disgust have been established (Calder et al., 2001). Con-

sequently, it has been suggested that different facial expressions of emotion are processed

by dissociable neural subsystems, which is again consistent with a modular approach to

face processing. However, while convincing results appear to exist for the expressions of

fear and disgust, there is little consistent empirical evidence for specialised neural repres-

entations of the other basic emotion categories of anger, happiness, surprise and sadness.

This is principally due to lack of neuropsychological evidence that demonstrates specific

impairments in recognising these emotions (Winston et al., 2003).

Furthermore, the role of the amygdala in the selective recognition of fear is debatable.

Human lesion studies have shown that bilateral amygdala damage can cause impaired

recognition of multiple facial expressions of emotion including anger, disgust and sadness,

as well as fear (Adolphs et al., 1999; Schmolck and Squire, 2001). Similarly, functional

imaging studies have reported amygdala activation for angry, happy and neutral facial

expressions in addition to fearful faces. Based on a meta-analysis of fifty-five neuroimaging

studies, Phan et al. (2004) found amygdala activation in many different emotional contexts

and thus propose that the amygdala responds to the salience of emotional stimuli rather

than to specific emotion categories. Similarly, Fusar-Poli et al. (2009) conducted a meta-

analysis of emotional face perception studies, and found amygdala activation to neutral

faces among others. They therefore propose that the amygdala plays a role in vigilance

or in processing the saliency of emotional stimuli.

Equally, recent evidence suggests that the insula may not necessarily be selectively re-

sponsive to facial expressions of disgust (Phan et al., 2004). In their meta-analysis Phan

et al. (2004) found increased insular activation in response to other emotions besides dis-

gust, particularly aversive or threat-related emotions such as fear. Likewise, Fusar-Poli

et al. (2009) found insular activation during the processing of both disgusted and angry

facial stimuli. Hence it has been suggested that the insula may play a more general role in
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mediating responses to aversive or distressing stimuli, rather than specifically responding

to the emotion of disgust only. Due to its extensive connections with primary sensory

areas the insular cortex is now believed to play an important role in emotion processing

and pain perception (Nagai et al., 2007), as it forms part of the interoceptive system that

links external and internal information (Gobbini and Haxby, 2007).

1.3.4.1 Temporal processing of facial expressions

The important aspect of the speed with which facial expressions of emotions are processed

has only recently been investigated neurophysiologically (Eimer and Holmes, 2007). Elec-

trophysiological studies of emotional face perception have demonstrated emotion effects

arising at both early and late latencies (Vuilleumier and Pourtois, 2007). Many of these

studies have focused on the face selective N170 or M170 by using EEG or MEG to examine

the effect of emotion on this face-selective component.

A number of studies have reported some emotional modulations on the amplitude and

latency of the N170 (Vuilleumier and Pourtois, 2007). For example, Batty and Taylor

(2003) investigated event related potential (ERP) responses to the six basic facial expres-

sions of emotion (angry, happy, fear, disgust, surprise and sadness) and neutral faces,

using an implicit emotional perception task. They found that the latency of the N170

evoked by negative facial expressions, specifically, fear, disgust and sadness was later than

the N170 evoked by neutral and positive emotions of happiness and surprise. In addition,

the amplitude of the N170 evoked by fearful faces was larger than that evoked by all other

expressions.

On the other hand, some researchers have found that the N170 component is not af-

fected by emotional facial expressions (Krolak-Salmon et al., 2001; Münte et al., 1998).

For example, Eimer et al. (2003) compared the ERP responses elicited by the six ba-

sic facial expressions of emotion (angry, happy, fear, disgust, surprise and sadness) and

neutral faces to assess whether ERP waveforms were modulated by different emotional

facial expressions. Stimuli were presented as face pairs to the left and right of fixation

and participants had to respond as to whether the face pair was emotional or neutral.

They found that emotional faces elicited a greater positivity in the ERP waveform at

180 ms post stimulus onset compared to neutral faces. However, they did not find any
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differences in terms of magnitude and duration of the N170 across the different emotions.

Furthermore they found that scalp topographies were statistically indistinguishable across

the different emotions. Factors such as stimulus repetition, the number of faces and/or

facial expressions used, as well as the type of paradigm, may have contributed to these

conflicting results between different studies.

Some studies have also reported an influence of emotional expression on very early brain

responses even prior to the N170 at approximately 100 ms (Pizzagalli et al., 1999; Eger

et al., 2003). For example, Batty and Taylor (2003) reported emotion effects occurring

during this earlier time-window, affecting the amplitude of the visual P1 component over

posterior cortex, which showed an increased amplitude to emotional faces relative to neut-

ral. Eimer and Holmes (2002) report a similar effect arising around the same latency (~120

ms) from fronto-central ERP components, showing greater amplitudes to fearful relative

to neutral facial expressions. Similarly, Esslen et al. (2004) report an early emotional

effect during a face perception and emotion generation task.

In a recent MEG study, Liu and Ioannides (2010) examined the spatio-temporal profile of

responses to happy, fearful and neutral facial expressions during a facial affect recognition

task. They found very early differential responses starting well before 100 ms (M1), and

the specific pattern and timing depended on where faces appeared in the visual field.

For centrally presented faces, the emotions were separated quickly, within 100 ms post-

stimulus, first in the right STS (35–48 ms; happy faces distinguished from fearful), followed

by the right amygdala (57–64 ms; happy from neutral) and prefrontal cortex (83–96 ms;

happy from fearful & neutral).

Likewise, Morel et al. (2009) found early differential responses to fearful, happy and

neutral faces, around 40-50 ms over posterior regions with both EEG and MEG. They

suggest that this effect may reflect the processing of low-level visual cues directly related

to the emotional facial expression. Consistent with this, Vuilleumier and Pourtois (2007)

have suggested that there may be a rapid extraction of visual information related to

emotion that occurs before more detailed perceptual processes are complete.

Several studies have also reported later effects associated with the perception of emotional

facial expressions, from around 200 ms post stimulus onset (Münte et al., 1998; Krolak-

Salmon et al., 2001; Sato et al., 2001). Using MEG to investigate the processing of facial
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emotional expressions, Streit (1999) found that neural activity related to attention to

emotional facial expressions occurred between 140 and 530 ms after stimulus onset. They

also showed that different neural structures including the fusiform gyrus, amygdala and

inferior frontal cortex were involved in the processing of facial expressions at different

latencies. Krolak-Salmon et al. (2001) also reported differential activity related to emo-

tional and neutral expressions between 250 and 550 ms in occipital areas and between

550 and 750 ms in right occipito-temporal cortex.

In addition, Batty and Taylor (2003) reported a sustained response from 140 to 400 ms

in middle and superior temporal gyri followed by later activity in more anterior regions.

Several of these late ERP responses to emotional facial expressions have also been found

to be sustained over prolonged periods of time following stimulus onset (Krolak-Salmon

et al., 2001; Ashley et al., 2004), which do not seem specific to particular expressions

and therefore may reflect more complex cognitive processes related to emotion processing

(Vuilleumier and Pourtois, 2007).

Taken together these findings do not reliably support the modular view that distinct

neural subsystems are dedicated to processing specific emotions. It seems more likely

that common neural substrates are involved in the perception of multiple basic emotions

at various different timepoints. The studies that will be presented in this thesis support

this hypothesis, and it will be shown that common neural networks are generally involved

in processing multiple facial stimuli over varying latencies and frequencies. It is also

important to note that all of the studies discussed in this section have again used static

face stimuli, which lack important dynamic information. To reiterate, dynamic stimuli

would offer a better means of investigating the processing of facial expressions of emotion

and this will be addressed in the present thesis.

1.3.5 A model of emotion recognition from faces

Adolphs’ (2002) model of emotion recognition from facial expressions is an extension

of Haxby et al.’s (2000) distributed human neural face perception system but adds an

extra temporal dimension. Consistent with Haxby et al.’s (2000) model, Adolphs (2002)

proposes that a distributed network of neural regions is involved in processing facial

affect, but he further extends this to include information about the temporal processing
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of facial expressions of emotion. According to Adolphs’ (2002) model a given structure in

a network may participate in processing multiple emotions over various time points. In

this view, emotions are not static in the sense that one emotion is exclusively processed

in one particular brain region, rather, several distinct neural structures are recruited to

process emotions at different periods of time. Although Adolphs (2002) does suggest that

different sets of neural structures within the network may be recruited to process different

emotions. By adding this temporal dimension it accounts for the fact that some brain

structures participate in different aspects of processing at different time points.

Similar to Haxby et al.’s (2000) model, Adolphs (2002b) proposes that early structural

processing occurs in occipital cortex and feeds forward into temporal regions, where coarse

categorisation takes place at around 100 ms post stimulus onset. A more detailed struc-

tural representation of the face is constructed in the fusiform gyrus from 170 ms after

stimulus onset, while changeable facial features such as eye and mouth movements are

processed in the STS around the same time. A perceptual representation of the facial

expression is generated from the combined information from the fusiform gyrus and STS.

Additional structures including the amygdala, orbitofrontal cortex, somatosensory cortex

and insular cortex, are then recruited from around 300 ms post stimulus onset, to link the

perceptual representation to conceptual knowledge of the emotional and social meaning

of the perceived expression (see Figure 1.3.2).

Within this framework Adolphs (2002a) proposes three possible roles of combined amyg-

dala and orbitofrontal function. First, the amygdala and orbitofrontal cortex may mod-

ulate emotion perception via feedback, for example upon encountering fearful stimuli

vigilance may be increased by the amygdala and orbitofrontal cortex which feeds back

to the visual cortex thus enhancing the sensitivity of early visual processing. Second,

they may activate conceptual knowledge of an emotion in memory through connections

with the hippocampal formation and neocortex. Third they may generate an emotional

response via links to somatosensory and motor cortex thereby simulating or mimicking

the observed emotional state. This is consistent with findings from non-human primate

and human studies, revealing mirror neurons in premotor areas in inferior frontal cortex

that respond during both action and the observation of action (Rizzolatti et al., 1996).

Adolphs (2002) thus concludes that emotion recognition involves a diverse network of
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regions that are differentially recruited over various periods of time, which are modulated

by circumstances and experimental design.

An important characteristic of this model is the notion of feedback from higher order

regions, which can modulate the processing of incoming stimuli. Feedback was also im-

plied in Haxby et al.’s (2000) model by the bidirectional arrows between regions (see

Figure 1.3.1), although Adolphs (2002) makes it more explicit by emphasising the fact

that a given structure (e.g. V1) can participate in both early and late processing of

emotional stimuli. Support for this comes from neuroimaging studies revealing increased

activation in visual cortical regions, including the fusiform gyrus, to emotional face stimuli

as a result of feedback from the amygdala and medial frontal cortices (Vuilleumier and

Pourtois, 2007). This model therefore incorporates the important aspects of face per-

ception and implies that it is an interactive dynamic process, that can be modulated by

different experimental and task demands. However, as with Haxby et al. (2000), a major

limitation of this model is that it is largely based on findings from studies using static

facial stimuli, which neglect the important property of facial motion and consequently

lack ecological validity.

1.3.6 Ecological validity of facial expression stimuli

As previously discussed, the dynamic property of facial expressions is an important factor

that has largely been neglected in research on the perception of facial expressions of

emotion to date. In everyday life, faces convey information about emotion as dynamic

facial expressions change and unfold over time. Accordingly, these dynamic changes of

facial musculature play an important role in the decoding of emotions from different facial

expressions (Kamachi et al., 2001; Ambadar et al., 2005). However, the majority of early

face perception studies have used static face stimuli, primarily from Ekman and Friesen’s

(1976) pictures of Facial Affect Collection.

While these stimuli have proved useful in face perception research, they lack ecological

validity because they display static prototypes of highly intense emotional facial expres-

sions at the apex of emotional expression (Carroll and Russell, 1997). Yet these types

of facial expressions are rarely encountered in the real world (Carroll and Russell, 1997;

Horstmann, 2002). Rather, social interactions involve interpreting brief dynamic facial
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Figure 1.3.2: The neural system for recognising emotion from facial expressions, adapted
from Adolphs (2002).

signals, which are constantly changing (Ambadar et al., 2005). In recent years many addi-

tional collections of facial stimuli have been created and used in face perception research

in an attempt to create more realistic and diverse stimuli, such as the NimStim set of

facial expressions (Tottenham et al., 2009). However the majority of these more recent

collections still rely on static face stimuli.

Given the fact that the majority of studies have used these standard static face stimuli to

investigate the perception of facial expressions it is possible that important aspects may

have been overlooked (Bould and Morris, 2008). For example, the majority of knowledge

about the neural correlates of face perception comes from either clinical studies, which

have generally used static stimuli to probe deficits in patients, or neuroimaging studies

using static stimuli to trigger face related activation as previously described. Also, both

Haxby et al.’s (2000) model of face perception and Adolphs’ (2002) model of emotion re-

cognition were mainly derived from the results of studies using static face stimuli. While

47



these models provide an excellent framework for face perception research, they need to

be tested empirically using more realistic dynamic face stimuli. This limitation was in-

deed acknowledged by Adolphs (2002), where he suggests that future studies should use

tasks and stimuli with more ecological validity, particularly dynamic facial expressions

of emotion. Recently a handful of neuroimaging studies have used dynamic face stimuli

to investigate the neural correlates of dynamic face perception (see subsection 1.3.8 for

discussion).

In sum, ecological validity is an important aspect of experimental research. Neuroscience

research in general, but particularly vision and face perception research, is striving to-

wards the use of more naturalistic and ecologically valid stimuli and experimental designs

(Hasson et al., 2010). This is exemplified by the growing trend of studying neural activ-

ation under more natural viewing conditions, such as while watching movies (see Hasson

et al., 2010 for review). This level of research is necessary as it aims to establish the func-

tional significance of neural responses in natural conditions, which may have previously

only been characterised with artificial stimuli (Felsen and Dan, 2005). In this context, nat-

uralistic dynamic face stimuli provide a better means of representing the complex nature

of perceiving emotions from facial expressions in the real world. Therefore authentic dy-

namic stimuli should be used to uncover the neural correlates of natural face perception,

where the ultimate goal is to progress from an understanding of how static images of

single faces are processed, to how real faces are perceived dynamically and interactively

in the real world (Atkinson and Adolphs, 2011).

1.3.7 Biological motion perception

The perception of meaningful human body actions, also termed biological motion per-

ception, is a critical cognitive ability as it provides information about the actions and

intentions of others. It involves hand, eye, lip, or whole-body movements, which, together

with faces, constitute crucial ingredients of social cognition and interaction (Blake and

Shiffrar, 2007). The perception of facial expressions of emotion is an important aspect

of biological motion perception. Therefore some of the key findings from studies of bio-

logical motion perception will be reviewed here, particularly in relation to localisation

and timing, as these studies provide important insights into the processing of dynamic
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information which can be used to inform theories of dynamic face perception.

Numerous behavioural studies of biological motion perception have used the point-light

technique, developed by Johansson (1973), in order to examine how information from

motion only (i.e. the pattern of motion) is processed without interference from form. In

point-light displays a limited number of markers are placed on the joints of a body, which

are animated to portray different human actions (Decety and Grèzes, 1999). Notably

it is very difficult to identify the image as that of a human figure without animation.

However, once the image is animated observers can correctly identify a range of different

human attributes such as the identity and gender of a point-light defined walker, as well

as the emotion portrayed by point-light animations of the whole body (for recent review

see Blake and Shiffrar, 2007). From these point-light studies it is evident that humans

are highly skilled at interpreting the motion information portrayed by different action

patterns.

Recently, neuroimaging studies investigating the neural correlates of biological motion

perception have reported a range of brain regions that are selectively responsive to differ-

ent types of biological motion. Several studies have found that area MT in the posterior

lateral temporal cortex is a common visual motion processing area and responds to all

types of visual motion, but is not specialised for biological motion in particular (Decety

and Grèzes, 1999; Grossman et al., 2010). For example, Grossman et al. (2000) found

that displays of point-light actions and scrambled motion evoked equivalent activation

in area MT/V5. In contrast, regions anterior and superior to MT along the posterior

portion of the superior temporal sulcus appear to be selective for biological motion in

particular. These regions in posterior superior temporal sulcus have consistently been

shown to respond more to point-light displays portraying biological motion than similar

displays containing scrambled or inverted motion (Howard et al., 1996; Grossman et al.,

2000).

An interesting fMRI study by Beauchamp et al. (2002) compared neural responses to

different types of tool and human motion stimuli. They found increased activation in the

STS in response to the human motion stimuli, while observing the motion of tools evoked

increased activation in MTG. Furthermore STS responded preferentially to complex ar-

ticulated motion which is characteristic of human motion, whereas the MTG responded
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to non-articulated motion characteristic of tool motion. Consistent with other researchers

they have concluded that the STS is a crucial brain region involved in biological motion

perception (Allison et al., 2000).

Regions in ventral temporal cortex have also been implicated in biological motion percep-

tion, including regions in the fusiform gyrus and inferior temporal sulcus (Vaina et al.,

2001; Grossman and Blake, 2002). A region in lateral occipito-temporal cortex, termed

the extrastriate body area has also been associated with the perception of human move-

ments (Downing et al., 2001), although this region also supports the recognition of human

form as well (Peelen et al., 2010). In a recent meta-analysis of the fMRI literature on

human movement perception Grosbras et al. (2012) found that a number of regions in

both dorsal and ventral temporal cortex were reliably engaged during the perception of

human body movements. As expected, they found large clusters in the middle temporal

gyrus and posterior superior temporal sulcus. They also report large clusters in the lat-

eral occipito-temporal cortex, with the maximum peaks around the so-called extrastriate

body area, as well as large clusters in the fusiform cortex.

While there are a wealth of studies that have identified the cortical areas involved in

biological motion processing, relatively little consistent data exists on the time course

of brain activity across this network of implicated regions. As discussed above, fMRI

studies have identified area MT in posterior lateral temporal cortex as the canonical visual

motion processing area, where it responds to all types of motion stimuli, while regions

along posterior STS appear to respond to biological motion in particular (Beauchamp

et al., 2002; Blake and Shiffrar, 2007). In a combined fMRI and MEG study of visual

motion perception Ahlfors et al. (1999) found an early transient response in area MT at

approximately 130 ms, followed by a later sustained response in the posterior STS over

the latency range of 200–400 ms.

Similarly, Kawakami et al. (2002) performed a combined fMRI and MEG study to de-

termine the neural mechanisms underlying visual motion detection. They also report a

response in area MT but at a much faster timescale of 10 ms. These MEG studies provide

converging evidence in support of the role of MT in visual motion processing as well as

providing additional information on the timecourse of responses in MT to motion stimuli,

which occur early within 200 ms of stimulus onset.
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Recently, Hirai (2003) examined the neural dynamics in biological motion perception

by comparing ERPs elicited by point-light displays of biological motion and scrambled

motion. They report that both types of stimuli elicited peaks at around 200 ms (N200)

and 240 ms (N240). Both of these peaks were larger in the biological motion condition

compared to the scrambled motion condition over right occipito-temporal cortices. They

speculate that the N200 response originates from extrastriate regions and the N240 from

the STS.

Jokisch et al. (2005) also used EEG, along with source analysis measures, to investigate

both the time course and sources of biological motion processing. They found two negative

ERP components, at 180 ms (N170) and 230–360 ms (N300), which were greater in

response to point-light displays of biological motion relative to the scrambled motion

condition. Source analysis revealed that generators of the N170 were in the posterior

cingulate gyrus and the left lingual gyrus, while the N300 response was localised to the

right fusiform gyrus and the right superior temporal gyrus. They conclude that there are

two distinct stages in biological motion processing, an early stage in visual regions occurs

around 170 ms post stimulus onset followed by later processing in the fusiform gyrus and

superior temporal gyrus around 300 ms post stimulus onset.

In a recent EEG study Krakowski et al. (2011) also report different stages of processing

when contrasting biological to scrambled motion. The first stage was characterised by

a right lateralised, positive ERP between 100–200 ms post stimulus onset, in the dorsal

visual processing stream centred around area MT. The second stage was reported as a

bilateral negative ERP within 200–350 ms of stimulus onset and located between area MT

and STS. The authors suggest that this component roughly corresponds to the second

component reported by Hirai (2003) and the N300 component reported by Jokisch et al.

(2005).

In sum these studies provide converging evidence implicating regions of middle temporal

and superior temporal cortex in biological motion processing. Furthermore, biological

motion stimuli elicited earlier responses in visual regions, in area MT, occurring within

200 ms of stimulus onset, followed by later processing in the superior temporal sulcus

around 300 ms post stimulus onset.
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1.3.8 Dynamic face perception

The perception of facial expressions of emotion is an important aspect of biological motion

perception. Although typically studied using static face stimuli, face processing is in fact

dynamic by nature as it involves the interpretation of dynamic facial signals to decode the

emotion messages conveyed in different facial action patterns. Behavioural studies using

point-light displays of faces have shown that observers can correctly identify the facial

expression being executed (Bassili, 1978) and also the gender of the actor (Hill et al.,

2003). More recently, a handful of neuroimaging studies have investigated the neural

network underlying the processing of dynamic face stimuli. An early Positron Emission

Tomography (PET) study by Kilts et al. (2003) reported increased activation in the STS

in response to dynamic compared to static face stimuli, along with greater activation in

the amygdala and hippocampus.

In an fMRI study, LaBar et al. (2003) also reported increased activation in the STS, as

well as in the fusiform gyrus and ventromedial prefrontal cortex, in response to dynamic

expressions of emotion compared to neutral. Additionally, Sato et al. (2004) carried out

an fMRI study using dynamic gray scaled morphed stimuli of fearful and happy faces,

dynamic mosaics of scrambled faces and static controls. They found increased activation

in the inferior occipital gyrus, middle temporal gyrus, STS and fusiform gyrus to dynamic

facial expressions compared to the dynamic and static controls.

In a recent fMRI study Schultz and Pilz (2009) also found increased activation in middle

temporal gyrus and STS when dynamic and static faces were contrasted. Interestingly,

they also found increased activation to dynamic faces in bilateral fusiform gyrus and left

inferior occipital gyrus, thereby implicating these regions in the processing of dynamic

facial information, which is contrary to the predictions of Haxby et al.’s (2000) model.

Conversely, Pitcher et al. (2011a) did not find a significant difference in responses between

dynamic and static faces in functionally defined regions of the fusiform or occipital gyri

(see chapter 2 for further discussion).

An MEG study by Watanabe et al. (2005) investigated spatiotemporal responses to the

observation of different types of facial motion, specifically mouth and eye movements.

They found a response to both types of facial motion with a peak latency of 160 ms in

the lateral occipito-temporal region, corresponding to area MT. They found differential
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responses in this region, characterised by a smaller response to moth movements and

suggest that area MT may possess multiple response characteristics.

Based on these findings a network of regions appears to be involved in processing dynamic

facial displays at varying latencies. This network includes regions of occipital, temporal,

limbic and prefrontal cortex (Pitcher et al., 2011a). The localisation of this network, its

interactions, timing and frequency of responses, will all be investigated throughout the

course of this thesis, using more naturalistic and ecologically valid dynamic face stimuli.

1.4 An integrative approach to face perception re-

search

Up until recently, functional neuroimaging has primarily focused on the localisation of

function to specific brain regions. This approach is exemplified in much of the previous face

perception research discussed in this chapter (see subsection 1.3.1 and subsection 1.3.4 ),

where a modular approach was adopted by studies emphasising the selectivity of particular

neural regions for processing various aspects of faces and emotions (e.g. Kanwisher, 2000;

Calder et al., 2001). However, recent advances in the field have highlighted the importance

of understanding patterns of activation and the associated functional relations between

brain areas, rather than merely examining isolated regional activity. Techniques such as

multi-voxel pattern analysis (Haxby et al., 2001) and connectivity analysis (Fairhall and

Ishai, 2007; Wicker et al., 2008) are examples of methods that have recently been applied

to face perception research to investigate the patterns of responses and interactions within

the face perception network.

Multi-voxel pattern analysis relies on pattern classification techniques to analyse distrib-

uted patterns of fMRI activity across multiple voxels, rather than evaluating absolute

activation levels in individual voxels (Norman et al., 2006). These distributed patterns of

fMRI activity are believed to contain more detailed information about different cognitive

states and experimental conditions than the activity of individual voxels (Norman et al.,

2006). An early study using multi-voxel pattern analysis showed that it was possible to

determine which class of object participants were viewing based on their different respect-

ive patterns of neural activation (Haxby et al., 2001). In this seminal study, participants
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were shown a range of different objects including faces, houses, and chairs, among others.

Interestingly, each of these different object categories was associated with a specific and

reliable pattern of activation within ventral temporal cortex. Yet this level of information

was not evident from conventional univariate analysis.

More recently, Said et al. (2010) found that different facial expressions of emotion were

associated with distinct patterns of activation in anterior and posterior superior temporal

sulcus, and in the frontal operculum. Such patterns of activation are believed to represent

the distributed population codes for each of the different facial expressions within these

three regions (Said et al., 2010). Taken together, these results demonstrate the advant-

age of assessing patterns of neural activation, which provide additional information over

measures of single voxel activity, in order to gain a better understanding of how faces

are represented in the brain. Consequently, it has been proposed that information about

faces is represented in a distributed fashion within a broad network of regions in the brain

(Haxby et al., 2000; Ishai, 2008).

1.4.1 Connectivity analysis

The current view in cognitive neuroscience is that cognitive processes, including face

perception, are implemented in the brain via networks of different brain regions (Haxby

et al., 2000; Ishai, 2008) and thus depend fundamentally on interactions among these

regions, rather than on isolated processes within regions (Friston, 2009). Therefore in

order to obtain a better understanding of cognitive functions, such as face perception,

the spatial and temporal relationships among the elements of these networks must be

examined. This can be achieved through different measures of connectivity.

In the literature, distinctions have been made between three different types of connectiv-

ity measures (Horwitz, 2003). Anatomical connectivity refers to the structural link, or

the presence of neural pathways between two areas, whereas functional connectivity is

defined as statistical dependencies or temporal correlations between the neuronal activ-

ation patterns of different anatomic brain regions. Effective connectivity estimates the

coupling between different brain regions and how this coupling is affected by experimental

manipulations (Friston et al., 1997). Studies of neural integration, using structural, func-

tional and effective connectivity measures have revealed interesting new findings about
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the functional connections of specific brain regions and networks, and provide important

new insights in to the overall organisation of functional communication in the human

brain (Friston, 2009).

Structural analysis, in which the anatomical links between regions are considered, is typic-

ally accomplished through an analysis of white matter tracts. In recent years, an MR tech-

nology known as diffusion tensor imaging (DTI) has emerged as a powerful non-invasive

tool used to delineate the anatomical connectivity between brain regions by exploring and

characterising white matter structure in vivo (see Le Bihan et al. (2001) for review). To

date the focus of many structural connectivity studies has been on brain regions that are

well characterised from an anatomical perspective, such as motor and occipital cortex,

which contain thick prominent fibre tracts and the structure of a number of different fibre

pathways in these regions have been successfully analysed with DTI (Dougherty et al.,

2005; Kim et al., 2006). More recently the anatomical connectivity of the face perception

system has also been explored using DTI (Thomas et al., 2008, 2009; Gschwind et al.,

2012).

In two separate studies Thomas et al. 2008; 2009 used structural connectivity measures

to explore the relationship between face processing impairments and reduced connectivity

within the face perception network. In their first study, Thomas et al. (2008) used DTI

to examine whether age-related declines in face processing could be related to a reduction

in white matter connectivity along two major tracts in ventral temporal cortex that pass

through the fusiform gyrus. Consistent with their hypothesis, they found that there

was a significant correlation between reduced white matter connectivity in the tract that

connects posterior ventral cortex with regions of frontal cortex, and the decline in face

processing. They therefore concluded that age-related difficulties in face processing are

associated with changes in structural connectivity between right ventral temporal and

frontal cortices.

In a second study, Thomas et al. (2009) used DTI to investigate whether congenital

prosopagnosia was related to disrupted structural connectivity within the face perception

network. They found a reduction in white matter fibre tracts within ventral occipito-

temporal cortex in patients with congenital prosopagnosia and thus suggest that the

face recognition impairments associated with congenital prosopagnosia may be due to a
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disruption in structural connectivity in ventral occipito-temporal cortex. These studies

provide important new insights into the architecture of the face perception network and

how disruption in connectivity can lead to deficits in face processing.

Based on the assumption that brain structure determines function it is believed that

structural connection patterns may provide major constraints on the dynamics of cortical

networks, which are captured by functional and effective connectivity (Saygin et al., 2011).

According to this rationale, the presence of a strong structural connection between specific

regions makes a functional connection between the same regions more likely to occur

(Rykhlevskaia et al., 2008). Therefore structural connectivity can be used to provide

important constraints on functional models of the face perception network.

A recent study by (Gschwind et al., 2012) combined functional MRI with DTI to examine

white-matter connectivity between regions of the face perception network. FMRI was

used to identify regions of interest in the core face perception system (OFA, FFA, STS)

and the extended face perception system (amygdala, posterior cingulate cortex), as well

as a control region in primary visual area, in 22 participants. Then DTI was used to

explore the white-matter pathways between those functionally defined regions.

They found significant white-matter connectivity between OFA and FFA, and between

early visual regions and the amygdala, while the STS was connected to anterior temporal,

superior parietal and frontal regions but not to the FFA or OFA. The authors therefore

suggest that two separate processing pathways exist, a ventral extrastriate visual pathway

that connects OFA and FFA, and a dorsal pathway that connects STS and frontoparietal

regions. This finding of two separate processing pathways is consistent with Haxby et al.

(2000)’s distributed model of face perception (see subsection 1.3.2), however the lack of

connectivity between OFA and STS does not correspond with current theories of face

processing (Haxby et al., 2000; Ishai, 2008).

Another recent study, which also combined structural (DTI) and functional (fMRI) meth-

ods to examine the face perception network, reported significant structural connectivity

between regions of fusiform gyrus and inferior and superior temporal cortices. This is

contrary to the findings of Gschwind et al. (2012) as they did not find significant white

matter connectivity between FFA and STS. Nevertheless these studies demonstrate that

fMRI and DTI can be successfully integrated and open up an avenue of future research,
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which will be important in gaining a more complete understanding of the structural and

functional architecture of the face perception network.

Researchers have also employed various different measures of functional and effective

connectivity in fMRI research to estimate the neural coupling and functional organisation

of the face perception network, and these will be discussed in detail in chapter 3. In

brief, it has been shown that regions of the core face perception system are organised

in a hierarchical network structure, where the inferior occipital gyrus feeds forward into

both the fusiform gyrus and superior temporal sulcus, during passive viewing of static

faces (Fairhall and Ishai, 2007). It has further been shown that coupling between regions

of the core and extended face perception systems are modulated by various factors such

as face type, emotional expression and experimental task demands (Summerfield et al.,

2006; Fairhall and Ishai, 2007; Ishai, 2008). However, it is important to note that, once

again, these data were derived from studies using static face stimuli, hence little is known

about the functional coupling within the face perception system during the processing of

naturalistic dynamic facial expressions (this will be addressed in chapter 3).

In sum, the importance of studies that assess the functional and structural connectivity

between regions of the face perception network cannot be understated. The functional

significance and relevance of connectivity analysis methods in face perception research

has been demonstrated through their application to clinical populations. For example,

Thomas et al. (2009) found that the face recognition impairments associated with con-

genital prosopagnosia may be due to a disruption in structural connectivity in ventral

occipito-temporal cortex. Furthermore, Wicker et al. (2008) have shown that patients with

autism exhibit abnormal patterns of connectivity within the network of neural structures

involved in emotional face processing, relative to healthy controls.

Notably, in a recent article Rowe (2010) stresses the significance of using brain connectiv-

ity analyses to gain a better understanding of neurological disorders, and argues that

conventional fMRI analyses of regional effects are impoverished and incomplete. It seems

then that the analysis of distributed brain networks will prove to be a more appropriate

and effective way to investigate the functional architecture of the face perception system

in both health and disease.
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1.5 A brief overview of applied methods

This section will provide an overview of the neuroimaging techniques used in the present

thesis. The purpose of neuroimaging is to visualise the structure and function of brain

areas that are engaged during certain tasks. Different neuroimaging techniques can be

used to measure different types of source signals, which can change in time, space or fre-

quency, as a result of neuronal activity. In general, neuronal activity is reflected by alter-

ations in electrophysiological signals such as action potentials and post-synaptic activity.

These changes in electrophysiological activity can be directly measured using neuroima-

ging techniques such as MEG and EEG. In addition, neuronal activity also induces changes

in metabolic and haemodynamic processes, and these are the primary signals measured

with fMRI. Both fMRI and MEG neuroimaging techniques are used in the present thesis.

These are complementary techniques as they measure different source signals, where fMRI

provides detailed spatial resolution and MEG offers excellent temporal resolution, and the

benefits of each can be exploited and applied to face perception research. The basic prin-

ciples of both techniques along with their relative advantages and disadvantages will be

discussed in more detail in the following sections.

1.5.1 Basic principles of fMRI and the BOLD signal

Firstly the basic principles of magnetic resonance imaging (MRI) will be outlined, followed

by a description of the blood oxygenation level dependent (BOLD) signal that is measured

in fMRI and how this BOLD signal relates to the underlying neural activity. In MRI a

strong and homogenous external magnetic field is applied, which causes various atomic

nuclei, particularly the proton nucleus of hydrogen atoms, to align themselves with this

magnetic field and reach a thermal equilibrium. The proton nuclei precess around the axis

of the magnetic field at a characteristic frequency but a random phase from each other.

Then when a radio frequency electromagnetic pulse is applied it disrupts the equilibrium

introducing transient phase coherence and the net magnetisation rotates by 90° towards

the transverse plane. This magnetisation can then be detected as a radio signal by a

radiofrequency receiver coil and formed into an image. The magnetisation is short-lived

and decays exponentially as a result of processes known as relaxation. Various types of

tissue have different relaxation rates known as T1, T2, or T2*, depending on the specific
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properties of the tissue. It is these differences that form the basis of image contrast.

fMRI is based on this principle, and for most current fMRI, T2 is the primary contrast

mechanism used to detect changes in relaxation times (T2 *-weighted) due to differences

in blood oxygenation across different epochs.

There are two important parameters that characterise the contrast and quality of an MR

image. These are the repetition time (TR) and the echo time (TE). The repetition time,

is the time interval between two successive RF excitation pulses, whereas the echo time is

the time between the peak of the RF pulse and that of the recovered signal. During the

rest period (TE) following the RF pulse, differences in MR signal intensity are detected, as

tissues with longer T2 relaxation times will have stronger signals than those with shorter

relaxation times, whose signals decay more rapidly. By modifying the pattern of the RF

excitation pulse, known as the pulse sequence, various properties of the resulting MR

signal can be modulated. Many different types of pulse sequences can be used, but the

two most commonly applied in cognitive applications are the gradient-recalled echo and

spin echo pulse sequences. Finally, a method known as echo-planar imaging (EPI) forms

the basis for most fMRI applications. In echo-planar imaging multiple lines of imaging

data are acquired following a single RF excitation pulse, hence it is a very fast imaging

technique capable of acquiring a complete MR image in less than a second. The fMRI

data that will be presented in chapter 2 and chapter 3 was acquired using gradient echo

EPI.

fMRI acquisition is based on the detection of changes in haemoglobin, which is responsible

for transporting oxygen through the bloodstream. Deoxygenated haemoglobin is para-

magnetic and dephases quickly resulting in a fast T2* relaxation time, whereas oxygenated

haemoglobin is diamagnetic and dephases more slowly with a slower T2* relaxation time.

These properties of haemoglobin form the basis for the BOLD contrast signal that is

measured with fMRI. The BOLD contrast was first described by Ogawa and colleagues in

the early nineties (Ogawa et al., 1990), who found that cortical blood vessels became more

visible on T2 weighted images as blood oxygen decreased. This is due to the paramagnetic

nature of deoxygenated haemoglobin, which creates inhomogeneities in the magnetic field.

It is argued that the signal increases detected in BOLD fMRI studies are due to the fact

that neural activation causes increased cerebral blood flow that is larger than the oxygen
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consumption rate of the active tissue, thus increasing the concentration of oxygenated

haemobglobin and decreasing deoxygenated haemoglobin at that site. Hence the net ef-

fect of neural activation is a reduction in deoxygenated haemoglobin, which increases the

BOLD signal strength (Fox and Raichle, 1986).

The BOLD signal is believed to reflect a number of components in addition to the concen-

tration of deoxygenated haemoglobin (also known as the cerebral metabolic rate of oxygen

consumption), including changes in cerebral blood flow and cerebral blood volume (Ogawa

et al., 1993). It is based on the complex interaction of these different factors with a spatial

scale representing hundreds of thousands of neurons in every MRI voxel. However, it is

still not fully understood how the haemodynamic response is correlated with and reflects

neuronal electrical activity. Results from combined physiological and fMRI experiments

suggest that the BOLD response is more closely correlated with local field potentials, re-

flecting the synaptic processing of a given area, than with multi unit activity (Logothetis,

2002). Although it is now believed that the haemodynamic response is related to a range

of factors, including both excitatory and inhibitory post-synaptic processing, neuronal

spiking, and neuromodulation (Logothetis, 2008; Palmer, 2010).

1.5.2 fMRI data analysis

The aim of fMRI data analysis is to determine the brain regions (voxels) whose BOLD

signal time course correlates with a particular experimental stimulus or task of interest. In

the present thesis fMRI data were analysed using statistical parametric mapping (SPM2;

http://www.fil.ion.ucl.ac.uk/spm/) which is an instantiation of the general linear model.

In statistical parametric mapping, inferences are made by computing univariate statist-

ical parametric tests at every voxel in the brain, these are then assembled into an image

(Friston et al., 1995). The first stage of analysis involves applying a set of pre-processing

transformations to the data. These include, correcting for head motion, normalising indi-

vidual participants’ data into a common template space to facilitate group level analysis,

and finally, temporal and spatial smoothing can be applied. Following pre-processing,

analysis is performed separately for each participant using the general linear model ap-

proach.

The general linear model aims to explain the variation of the time-course associated with
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each voxel in terms of a linear combination of explanatory or predictor variables (i.e.

experimental manipulations) and an error term. It can thus be described by the following

equation in matrix form:

Y = Xβ + ε

Where Y represents the BOLD signal time series from each voxel.

X represents the design matrix where experimental manipulations which may explain the

observed data are specified (i.e. the onset and offset times of the different experimental

conditions).

β represents the parameter estimates of the contributions of each given predictor variable

in X to response data Y.

Finally, ε is the residual error term which records the difference between the observed

data Y and that predicted by the model Xβ.

This model is estimated at every voxel separately in order to obtain the parameters, β,

that provide the best fit with the data. The optimal parameter estimates are calculated by

minimising the sums of squares differences between the predicted model and the observed

data. Once the parameter estimates have been obtained, particular effects of interest

can be quantified by computing contrasts of specific parameter estimates (e.g. dynamic

faces versus static faces), from which statistical inferences can be made, based on the

assumption that the parameter estimates are normally distributed.

The results from each participant can then be entered into a group level analysis in

order to make quantitative inferences about the average effects in the population (Friston

et al., 1995). The results of the statistical analysis must then be corrected for multiple

comparisons as a large number of non-independent univariate comparisons have been

carried out. Hence the probability that any given region will exceed an uncorrected

threshold by chance is high. However, the common Bonferroni correction method of

dividing the threshold (e.g. 0.05) by the number of tests performed is believed to be overly

conservative for functional images, because some of the voxels are spatially correlated,

usually due to smoothness, and thus not independent. Standard procedures have been

developed in SPM to correct for multiple comparisons based on gaussian random field

theory, which uses a modified form of the Bonferroni correction to appropriately assess

the number of independent voxels within the image (Friston et al., 1995).
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1.5.3 Advantages and limitations of fMRI

The main advantages of fMRI are in its excellent spatial resolution, noninvasiveness and its

capacity to image the entire network of brain areas involved in a particular task, making it

a very popular tool in neuroscience research. FMRI, with its excellent spatial resolution,

offers the advantages of investigating concurrent relationships between brain response,

behavioural response and structural morphometry. Typical fMRI spatial resolution is

approximately 3-5 mm, and spatial resolution of <1 mm can be achieved with advanced

and specialised imaging sequences, which makes it possible to image smaller regions of

interest. Furthermore, fMRI sequences and designs are continually evolving providing

better quality images of neural networks. However, because fMRI measures changes in

the haemodynamic signal it is only an indirect measure of neuronal activity, which makes

interpretation of the response more difficult (see subsection 1.5.1). It also has relatively

poor temporal resolution as it is limited by the haemodynamic response which peaks

approximately 5 seconds after neural activity begins (Logothetis, 2008). Therefore fMRI

cannot reliably be used to assess the dynamics of brain function, particularly transient

cognitive responses.

1.5.4 Basic principles of MEG

Unlike fMRI, which uses an indirect measure of the haemodynamic response to infer neural

activity, MEG can be used to directly measure neural activity with millisecond resolution.

The primary sources of MEG (and EEG) signals are the electrical activity generated by

the ionic currents flowing through the apical dendrites of large pyramidal neurons within

cortical gray matter during synaptic transmission. EEG directly measures this electrical

activity whereas MEG measures the corresponding magnetic field emanating from the

brain. Due to the inherent properties of the magnetic field, MEG is capable of measuring

currents that flow tangentially with respect to the head surface only. The magnetic fields

produced by cells of radial orientation simply surround the cell and cannot be easily

detected outside the head. Thus, the MEG signal primarily reflects the intracellular

activity from pyramidal cells located on the sulci of the cortex that are orientated parallel

to the surface of the head. In order for MEG to detect the neuronal activity from the

cortical or head surface, a vast number of neurons, in the region of 50,000 must be activated
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simultaneously and aligned in the same orientation (Okada, 1983).

The neuromagnetic signals that are produced by synaptic activity inside the brain are ex-

tremely small, in the order of 50-500 femtotesla (ft, 10-15). It is therefore necessary to use

superconducting quantum interference devices (SQUIDs) to measure the very small vari-

ations in magnetic flux. Furthermore, because these neuromagnetic signals are relatively

weak in comparison to environmental noise it is necessary to try to reduce the amount of

external magnetic noise present. This can be achieved by placing the MEG system in a

magnetically shielded room, which eliminates the majority of background environmental

noise (Singh, 1995). The MEG data can then be recorded on a millisecond-by-millisecond

scale with relatively little contamination from external noise.

1.5.5 MEG source localisation

Activity produced by a large number of neurons can be recorded by MEG instantaneously,

accounting for its good temporal resolution, but it is also important to define the location

of these neural sources of activation. This leads to what is known as the inverse problem,

which refers to the estimation of primary sources of activation within the brain from the

measured magnetic field outside of the head. Unfortunately, there is no unique solution

to the inverse problem, as an infinite number of possible source configurations could

potentially produce the same measured magnetic field. It is therefore described as an

“ill-posed” problem. Different source analysis techniques can be used to try to solve

this problem, but all are based on a certain set of assumptions and have their relative

strengths and weaknesses (for reviews see Hillebrand et al., 2005; Barnes et al., 2006).

In the MEG studies presented in the present thesis a beamforming strategy known as

synthetic aperture magnetometry (SAM) has been implemented to localise sources of

cortical activation in all MEG analyses.

Beamforming is a procedure that selectively weights the contribution of signals from pre-

determined locations of interest within the brain (Van Veen et al., 1997; Robinson and

Vrba, 1999). Essentially, a beamformer acts as a set of spatial filters that are tuned to

each voxel in the brain. Before SAM source reconstruction can be computed a source

space of the target locations must initially be defined. This involves using a coregistra-

tion procedure, which maps the functional MEG data onto a structural MRI for each
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participant. In the present thesis this procedure was used to produce a structural image

with 5 mm voxel resolution (for further details see section 4.2; Adjamian et al., 2004).

An optimal spatial filter is then constructed based on a set of beamformer weights that are

determined for all of the different target locations (i.e., voxels), by linking activity at each

voxel to the MEG system’s sensor array (obtained from analysis of the data covariance

matrix; see Van Veen et al., 1997; Robinson and Vrba, 1999; Barnes and Hillebrand,

2003). The output of the spatial filter for each voxel is a weighted sum of the recorded

MEG sensor signals. By computing these spatial filters over the entire brain a volumetric

image of the source power within a particular frequency range and time window can be

produced. Furthermore, the spatial filter output at any voxel is similar to placing an

invasive electrode at a given neural location, as it provides a millisecond-by-millisecond

estimate of the electrical activity at that source, and as such, is often referred to as a

virtual electrode (Barnes and Hillebrand, 2003).

One of the main advantages of SAM source analysis, and the beamforming technique in

general, is that in contrast to dipole modelling, there are no a priori assumptions about the

number of active sources (Supek and Aine, 1993), thus multiple (uncorrelated, see below)

sources can potentially be constructed at any point in the brain within a given time interval

(Singh et al., 2003). This is particularly important in relation to cognitive tasks, such as

face processing, where a distributed network of neural regions may be active at any one

time. Furthermore, SAM analysis can be used to image neural activity that is phase-locked

as well as non-phase-locked to stimuli. This means that changes in spectral power that

are not necessarily phase-locked to stimuli, including event related synchronisation (ERS)

and event related desynchronisation (ERD) can be assessed (Pfurtscheller and Lopes da

Silva, 1999). This is an important benefit of SAM analysis as it facilitates the use of MEG

experimental paradigms that are comparable to fMRI (Singh et al., 2002, 2003). Notably,

beamformer-based statistical parametric maps (SPMs) can be computed, similar to those

produced in fMRI analyses, which represent task related changes in spectral power across

the brain during various frequency bands and time windows.

Many of the MEG face perception studies to date have focused on temporal informa-

tion by examining evoked responses and ignored the frequency information from ongoing

neural oscillatory activity. However, it has been demonstrated that oscillatory activity

64



plays a key role in cortical function (Engel et al., 2001) and there is evidence to suggest

that different frequency oscillations are involved in the emergence of percepts, memories,

emotions, thoughts, and actions (Cantero and Atienza, 2005; Knyazev, 2007). It has also

been shown that different cognitive tasks can induce both increases (ERS) and decreases

(ERD) in oscillatory activity (Basar et al., 2001). These studies therefore highlight the

importance of investigating ongoing neural oscillatory activity in order to obtain a better

understanding of brain function. By using SAM analysis this important aspect of neural

function can be assessed.

However, a limitation of the beamforming method is that it will be unable to localise

signals from spatially separate sources if they are highly correlated (Van Veen et al.,

1997; Barnes and Hillebrand, 2003). This is because the fundamental assumption behind

beamformer analysis is that the time course from any cortical source is not linearly cor-

related with any other source i.e., the SAM algorithm tunes activation at each voxel by

attenuating correlated power across the brain (Van Veen et al., 1997). However, sim-

ulations have shown that the temporal correlation between two source signals must be

relatively high (>0.7) before cancellation occurs (Van Veen et al., 1997). This problem

can be avoided if relatively long time windows are used when constructing the covariance

matrix, as stimulus-related neural activity in various regions is less likely to be highly

correlated over longer periods of time (Singh et al., 2003).

1.5.6 Group level analysis of MEG data

As described in the previous section the SAM beamformer algorithm creates differential

images of source power across the brain, whereby, the differences in spectral power dur-

ing two different experimental conditions are statistically assessed at each voxel using a

pseudo t-statistic (Robinson and Vrba, 1999). This produces SAM volumetric images or

so-called statistical parametric maps (SPMs) of cortical activation for each individual. In

order to perform group level analyses in the present thesis, all of the volumetric SAM

images for each participant were spatially normalised to a standard template brain in

SPM99. This also facilitates direct comparison of the fMRI and MEG results, as they

are both represented in the same standard template space. Significant group effects

were assessed by nonparametric permutation analysis using the SnPM toolbox for SPM
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(http://www.fil.ion.ucl.ac.uk/spm/snpm/; Nichols and Holmes, 2002). Nonparametric

analyses were performed instead of the conventional parametric method because of the

high variability in the magnitude of cortical oscillations across participants (Singh et al.,

2003). Nonparametric permutation testing allows the statistical significance of voxel ef-

fects to be established without assuming that the data is normally distributed. Singh

et al. (2003) found that nonparametric analysis of group MEG data was more sensitive

and robust than the standard parametric approach.

1.5.7 Advantages and limitations of MEG

The primary advantage of MEG is its excellent temporal resolution, whereby events with

time scales in the order of milliseconds can be resolved. Thus in contrast to fMRI, MEG

has the necessary temporal resolution to study the dynamics of brain function and even

transient cognitive responses can be detected. Furthermore, unlike fMRI, MEG provides

a direct measure of neural activity. Hence it provides a more reliable account of brain

activity and is less likely to be affected by other physiological confounding variables.

However, MEG has relatively poor spatial resolution compared to fMRI. The inverse

problem must be overcome in order to localise sources making it more difficult to reliably

estimate sources of activation with MEG (see subsection 1.5.5).

1.6 Multimodal integration

In general, the goal of neuroimaging studies is to estimate when and where activation in

relation to a specific task or experimental condition occurs in the brain. As described

in section 1.5 different imaging techniques are better suited to measure one aspect or

the other. MEG, which is based on direct measurements of neuronal electrical activity,

provides excellent temporal resolution but relatively poor spatial resolution. Conversely,

fMRI, which relies on indirect haemodynamic effects, has excellent spatial resolution but

its temporal resolution is intrinsically limited by physiological factors. By adopting a

multimodal approach of combining fMRI and MEGmethods to investigate face processing,

the benefits of both techniques can be exploited and will complement each other. Hence,

it is possible to characterise face-related neural activity in the spatial, temporal and
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frequency domains.

The majority of face perception research to date has focused on the spatial domain using

fMRI to localise face-specific regions of activation (see section 1.3). The temporal domain

has also received a great deal of attention, particularly in EEG studies using ERPmethods,

and to a lesser extent MEG studies examining evoked responses. However, as discussed

in subsection 1.5.5, the frequency domain has been largely neglected in this field. Yet

it is increasingly becoming clear that neural oscillations play an important role in brain

function and the synchronised activity of oscillating neural networks is now believed to be

the critical link between single neuron activity and behaviour (Engel et al., 2001; Buzsáki

and Draguhn, 2004). It is therefore important to examine information in the frequency

domain in addition to the spatial and temporal domains, in order to gain a thorough

understanding of face processing in the brain.

As described in subsection 1.5.5, by using MEG with SAM source analysis, task-dependent

and frequency specific oscillatory power changes can be investigated and localised both

spatially and temporally. Several studies have used combined MEG (with SAM source

analysis) and fMRI paradigms to investigate the relationship between neural oscillatory

activity and the BOLD response, and have demonstrated that various oscillatory com-

ponents of the MEG signal covary with the BOLD fMRI signal (Singh et al., 2002). For

example, it has been shown that decreases in alpha and beta power during cognitive

tasks are inversely correlated with increases in the BOLD response during the same tasks

(Singh et al., 2002). While increases in higher frequency bands, such as gamma, appear

to correlate with the BOLD response, particularly in visual cortices (Fawcett et al., 2004;

Brookes et al., 2005; Muthukumaraswamy and Singh, 2008).

These studies reveal good spatial correspondence between these two different modalities.

Hence, by combing different techniques such as fMRI and MEG, obtaining similar results

validates both methods. In addition, connectivity analysis was also performed on the fMRI

data in the present thesis adding another dimension to the level of information obtained. It

is becoming increasingly more evident that the brain operates as an integrated network,

thus by combining spatial, temporal, frequency and connectivity information a better

understanding of the mechanisms involved in face processing can be gained.
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1.7 Objectives

As discussed throughout the course of this chapter, facial motion is a key component of

face perception, yet it has been largely neglected in face perception research to date. The

importance of dynamic information in judgments of both facial identity and expression has

been highlighted throughout this chapter. Thus, it has been argued that more naturalistic

dynamic face stimuli should be used in face perception research in order to obtain a better

understanding of how faces are processed when viewed naturally in the real world. Two

compatible neural models of face perception and emotion recognition have been presented,

which were mainly derived from studies of static faces. Using these models as a general

guide and framework the present thesis aims to investigate the neural correlates of dynamic

face perception, and thereby contribute to extending these models and the face perception

literature to incorporate dynamic facial information.

It has also been shown that information about faces is represented in a distributed fashion

within a broad network of neural regions over time (Haxby et al., 2000; Ishai, 2008).

A major challenge for face perception research therefore is to try to disentangle these

distributed patterns of information across time, space and frequency. To this end, a

multimodal approach was adopted in the present thesis, whereby fMRI and MEG were

used in two separate studies to explore the spatio-temporal and frequency characteristics

of neural responses to dynamic faces. This approach combines the advantages of fMRI, as

a neuroimaging technique which offers high spatial resolution, with MEG beamforming

which offers exciting insights into the multidimensional structure of the neural signal.

The rationale and experimental design of these studies will be described in detail in the

following chapters.

To summarise, firstly in chapter 2 the superior spatial properties of fMRI will be exploited

and used to localise the neural regions involved in processing dynamic facial expressions.

Next, in chapter 3, measures of effective connectivity will be used to explore the relation-

ships between the brain regions involved in processing dynamic faces, in order to gain

a better understanding of the network interactions. Having localised the dynamic face

perception network with fMRI, the temporal benefits of MEG will be exploited in chapter

4, to measure the timecourse of activation in response to dynamic facial stimuli compared

to static displays, as well as examining the frequency of neural oscillations contributing to
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these responses. In chapter 5, MEG will be used to further explore the effects of emotion-

specific facial dynamics, whereby the time-frequency characteristics of responses to the

different dynamic and static facial stimuli will be examined. Finally, the results from all

four different analyses will be integrated and reviewed in the context of previous models

in the concluding chapter 6.
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Chapter 2

The neural substrates of dynamic

face perception

2.1 Introduction

2.1.1 Overview

This chapter describes an fMRI study of dynamic face perception, where fMRI was used

to identify regions of activation in response to different dynamic facial displays, including

anger, happiness and speech.

2.1.2 Neuroimaging studies of dynamic face perception

Bruce and Young’s (1986) influential model of face recognition has served as a general

framework for the study of face perception for the last thirty years. Based largely on

findings from behavioural observations, this model gives a modular description of the face

processing system with different specialised modules for face recognition, facial expression

analysis, facial speech analysis, among others, and an all encompassing cognitive system

required to combine information from the different modules (see subsection 1.2.3 for fur-

ther discussion of this model). Central to this model is the notion that analysis of facial

expression and identity proceed independently of each other (see Figure 1.2.1). In addi-

tion to behavioural findings, evidence to support the functional division between facial

expression and identity processing comes from neuropsychological studies of prosopagnosic
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patients, who can interpret facial expressions correctly but are unable to correctly identify

familiar faces (Humphreys et al., 1993). Importantly, the Bruce and Young (1986) model

was primarily concerned with the functional components within the face perception sys-

tem and did not provide a neural description of these areas.

Haxby et al. (2000) later provided a neurological description of face perception, where they

described a distributed human neural system for face perception. This model consists of a

core system and an extended system (see Figure 1.3.1). Within the core system, the initial

perception of facial features occurs in the inferior occipital gyri. From here there are two

functionally and neurologically distinct pathways based on the idea that facial structure

is more important for identification purposes, while changeable aspects are necessary

to facilitate social communication. Hence this model, like the earlier Bruce and Young

(1986) model, proposes distinct pathways for the visual analysis of facial identity and

expression. The perception of identity, the invariant aspect of a face, occurs in a ventral

pathway that involves the lateral fusiform gyrus, whereas the superior temporal sulcus

is part of the dorsal pathway that is implicated in the processing and representation of

changeable facial features. The extended system incorporates additional brain regions

such as, the amygdala, orbitofrontal cortex, and inferior frontal areas, which are recruited

to support additional aspects of face processing, such as emotion recognition etc.

However, Haxby et al.’s (2000) distributed face perception model was mainly defined using

evidence derived from static images of faces, hence very little is known about the neural

structures involved in the perception of realistic dynamic facial expressions. Yet real life

faces are dynamic by nature, particularly when expressing emotion. The posed static

facial stimuli that have generally been used in face perception research do not reflect the

unique temporal dynamics and information available from seeing a moving face in the

real world. There is considerable behavioural evidence showing the importance of motion

in face perception (see subsubsection 1.2.2.1). Hence the static facial stimuli that have

traditionally been used in face perception research to date represent impoverished displays

lacking natural facial motion (see subsection 1.3.6), which do not facilitate a complete

interrogation of the face perception network, particularly the dorsal pathway which is

implicated in the processing of facial dynamics. Dynamic stimuli would therefore offer a

more suitable means of examining the neural basis of realistic natural face perception.
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More recently researchers have begun to investigate the neural network underlying the

processing of dynamic face stimuli (see subsection 1.3.8). Generally regions of middle

temporal and superior temporal cortices have been shown to respond to biological motion

including dynamic face stimuli (see subsection 1.3.7). Regions of the extended system

including the amygdala and inferior frontal gyrus have also been shown to be involved

in processing dynamic faces (Kilts et al., 2003; Fox et al., 2009; Pitcher et al., 2011a).

Some studies have also reported increased activation in the fusiform gyrus, in the ventral

pathway, to dynamic faces (LaBar et al., 2003; Sato et al., 2004; Schultz and Pilz, 2009),

which suggests that the fusiform gyrus is not only involved in processing the invariant

aspects of the face as predicted by Haxby’s model, but may also be involved in processing

changeable aspects as well. In light of these results, among others, the independence of the

ventral pathway which processes the invariant aspects, and the dorsal pathway involved

in processing the changeable aspects of faces has been questioned.

Calder and Young (2005) recently used principle component analysis to investigate the

degree of separation between these two pathways and found that facial expressions and

identity can be coded within a single multidimensional framework rather than relying on

separate independent codes. Thus, it would appear that the roles of the fusiform gyrus and

STS may not be as dissociable and distinct as previously thought. Connectivity analysis

may help to inform this debate as highlighted in a recent study by Turk-Browne et al.

(2010) where they found correlated resting connectivity between the fusiform gyrus and

STS (see chapter 3) which they suggest explains the sparseness of evidence for a double

dissociation between identity and emotion processing in the brain. Hence, an important

update to Haxby et al.’s model is to emphasise that the segregation between the fusiform

gyrus, in the ventral pathway, and the STS, in the dorsal pathway, is only partial (Said

et al., 2011)

Despite the differences in activation patterns in regions in ventral temporal cortex, dy-

namic in contrast to static facial expressions reliably evoked increased activation in motion

sensitive areas in the core face perception system, along middle temporal gyrus and STS

(Kilts et al., 2003; Sato et al., 2004). This is consistent with Haxby et al.’s (2000) model

and the biological motion perception literature (Grosbras et al., 2012). Furthermore,

Fox et al. (2009) demonstrated that dynamic face stimuli improved localisation of face-
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selective regions, not only in regions of the core face perception system, but also in regions

of the extended system, such as the amygdala, inferior frontal gyrus and anterior cingulate

cortex. This suggests that the processing of dynamic facial expressions recruits regions

in the extended face perception system more reliably than static face stimuli (Fox et al.,

2009; Trautmann et al., 2009).

Different dynamic facial expressions have also been shown to recruit different structures in

the extended face perception system (Kilts et al., 2003; Trautmann et al., 2009), lending

some support to the theory that dissociable brain areas are involved in the perception of

different facial expressions of emotion (for review see Adolphs, 2002). However, due to

the limited number of dynamic face perception studies and the different types of facial

expression stimuli used, the extent to which regions in the extended system are involved

in processing different dynamic facial expressions of emotion is still unclear. Not only

have previous fMRI studies of dynamic face perception used different exemplars of facial

expression stimuli, they have also employed different experimental designs and analysis

techniques which complicate conclusions from individual experiments.

For example, some studies have used whole-brain analysis without examining the corres-

ponding percent signal change in regions of the face perception network (Kilts et al., 2003;

LaBar et al., 2003), while others have only examined responses in specific pre-defined re-

gions of interest and have not acquired and analysed data from other brain regions (Pitcher

et al., 2011a). In addition, some studies have collected their data in different scanning

sessions which means that they cannot directly compare the brain activation in different

conditions (Sato et al., 2004). This is a major limitation of Fox et al. (2009)’s study as

they were not able to directly compare brain activation in response to dynamic and static

face stimuli.

A further limitation of many of the dynamic face perception studies (LaBar et al., 2003;

Sato et al., 2004) is that they have used morphed stimuli which were constructed from

static face stimuli and may represent non-natural motion. Using such stimuli with artificial

motion is unlikely to fully capture the mechanisms underlying the processing of natural

facial motion as the response properties measured with these artificial stimuli may not

generalise to natural stimuli (Felsen and Dan, 2005). Hence very little is known about

the neural structures involved in the perception of realistic dynamic facial expressions.
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2.1.3 Objectives and hypotheses

The objective of the present study was twofold. The first aim was to create and evaluate

a set of naturalistic dynamic face stimuli to be used to investigate the neural correlates

of dynamic face processing. Over forty different dynamic face stimuli were created and

then evaluated psychometrically by 70 participants (see section 2.2 for full details). In

addition, a motion capture technique was used to measure the amount of motion contained

in the different stimuli. This was used as a control technique to eliminate any confounds

of motion differences between the stimuli. The reason for this control condition was to

ensure that there was not a perceived difference in the amount of motion in the different

facial expression categories, but rather the pattern of that motion. So that identification of

different emotions would be based on the latter rather than the former and any differences

in cortical activation would be due to the stereotypical pattern of motion associated with

that facial display and not differences in the amount of motion per se.

The second aim was to use fMRI to identify regions of activation in response to dynamic

facial displays, including anger, happiness and speech. Angry and happy expressions were

chosen in order to contrast positive and negative facial affects, while speech was chosen as

a control for non-affective facial motion (see section 2.2 for full details). In the whole-brain

subtractive analysis the BOLD activation response to all dynamic faces directly contrasted

with static faces was examined. Planned pairwise comparisons were computed within

each emotion category to examine the effects of motion on the processing of different face

stimuli (i.e. dynamic angry versus static angry expressions, dynamic happy versus static

happy expressions, and dynamic speech versus static speech displays). Contrasts were

also computed to investigate the effects of emotion-specific facial dynamics by contrasting

both of the dynamic affective expressions (i.e. angry and happy face stimuli) with dynamic

speech facial displays. In addition to performing whole-brain group analyses, a regions of

interest analysis was also carried out to estimate the amplitude of the responses to the

different face stimuli within face-selective regions of the core and extended face perception

systems.

It was hypothesised that dynamic facial expressions would elicit activation in the dorsal

pathway of the face perception network. Dynamic face stimuli have previously been shown

to activate regions in the dorsal pathway of the face perception network, such as regions
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along middle temporal gyrus and STS, along with regions in the extended system, such as

the amygdala and inferior frontal gyrus (Kilts et al., 2003; LaBar et al., 2003; Sato et al.,

2004; Fox et al., 2009; Pitcher et al., 2011a). Thus, it was predicted that the dynamic

facial expressions used in the present study would elicit activation in similar regions along

this dorsal pathway, and also recruit regions in the extended system. Additionally, some

studies have found differential activation for different facial expressions, particularly in

the extended face perception system (Kilts et al., 2003; Trautmann et al., 2009). It is

therefore hypothesised that different structures within Haxby et al.’s (2000) distributed

face perception system may be selectively recruited to process dynamic angry, happy and

speech facial displays.

2.2 Methods

2.2.1 Stimuli

In this study a unique set of stimuli were created in order to obtain examples of natural-

istic facial expressions. Forty models were recruited from the psychology undergraduate

student population and were filmed in a dedicated studio. All models were asked to re-

move facial piercings, earrings and headgear and none had any facial hair. The models

were filmed sitting down against a uniform white background at a distance of 1.5 m.

They were shown examples of prototypical facial expressions from the Ekman and Friesen

(1976) collection and asked to use these as a reference guide when posing the expressions.

They were also encouraged to imagine personal situations to evoke these emotions.

The models started emoting from a neutral expression and proceeded to each of the

five basic emotion expressions (happy, anger, fear, disgust and surprise), and speech

movements were also recorded by filming the models while counting from 1 to 10. A

Canon ZR960 video camera was used to capture the video stream in colour. This was then

transferred to a Dell PC for off-line editing. Each recording session lasted approximately

10 minutes. Windows Media Player was used to edit the video stream and create 2.5

sec clips for each different expression category for every participant (image size: 640 x

480 pixels, frame rate = 30 frames per second). Static stimuli were then created from a

screenshot of the final frame of each expression.
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Seventy-one additional participants from the psychology undergraduate student popula-

tion were recruited to rate both the video stimuli and their static exemplars, to ensure

that these stimuli depicted recognisable emotional expressions. They performed a five

alternative forced choice task whereby they had to identify the facial expressions shown

as one of the following; angry, happy, fear, disgust and surprise. Participants also eval-

uated emotional intensity on a 10-point Likert scale. They were instructed to “rate how

intense the emotional expression is” where 1 = very low emotional intensity and 10 =

very high emotional intensity. Both dynamic and static stimuli were displayed for 2.5 sec

and participants were given 5 sec to respond to each stimulus before proceeding.

The number of correct responses within each emotion category was calculated across

participants for both the dynamic and static conditions. This was then expressed as a

percentage of the total number of stimuli shown within each affect condition. The data

were then analysed using a mixed ANOVA with the percentage correct responses for

each affect as a within participant factor with five levels (angry, happy, fear, disgust and

surprise), and the motion category (either static or dynamic) as a between participant

factor.

There was a significant main effect of motion, F(1, 69) = 29.21, p < .001 where dynamic

facial expressions were recognised significantly better than static faces. There was also a

main effect of affect, F(4, 276) = 65.6, p < .001. Post hoc contrast tests revealed that

happy expressions were recognised significantly more accurately than all other expressions

at p < .001: angry, F(1, 69) = 78.5, fear, F(1, 69) = 228.23, disgust, F(1, 69) = 28.663,

and surprise, F(1, 69) = 71.36. Angry faces were recognised significantly better than

fearful faces, F(1, 69) = 53.53, p < .001, there was no significant difference in recogni-

tion between angry and surprise facial expressions, and disgust facial expressions were

recognised significantly better than angry expressions, F(1, 69) = 23.14, p < .001 (see

Figure 2.2.1A). Due to the fact that fear and surprise had a low recognition rate they

were excluded from subsequent study.

Mean intensity values were also calculated across participants for each affect, across both

the dynamic and static conditions. Again an ANOVA was used to analyse the intensity

ratings with the judged intensities of the correctly identified emotions for each of the

affects as a within participant factor, and a between participants factor of motion category
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Figure 2.2.1: Behavioural face rating data showing: (A) % correct for each of the different
dynamic and static facial affect stimuli (B) Mean intensity ratings for each of the different
dynamic and static facial affect stimuli. Black bars indicate the dynamic stimulus condition
and white bars denote the static stimulus condition, error bars indicate standard error of mean
(S.E.M).

(either static or dynamic). Again there was a significant main effect of motion, F(1, 69) =

19.03, p < .001, where static faces were rated as more intense than dynamic faces. There

was also a significant main effect of affect, F(4, 272) = 67.35, p < .001. Post hoc contrast

tests revealed that happy facial expressions were rated as significantly more intense than

angry expressions, F(1, 69) = 110.62, p < .001 (see Figure 2.2.1B).

In addition to this behavioural analysis a motion capture technique was used to assess

whether the amount of facial motion was equivalent across the different facial expressions.

This was important to ensure that any neurological distinction between the affects that

may be identified with fMRI, would be due to differences in the type of affect specific

motion not the amount of motion per se. Four additional models (2 males and 2 females)

were recruited and as before they were asked to emote different facial expressions following

the procedure described above. Seven retro-reflective markers were attached to each

participant’s face using double-sided adhesive tape. The marker locations were selected to

track optimum facial motion and were placed at the following locations, left eyebrow, right

eyebrow, nasion, left cheek, right cheek, left lip corner and right lip corner (Matsuzaki and

Sato, 2008). The data were then recorded using three infrared light-emitting, ProReflex™

Motion Capture Units (MCU120; Qualisys Systems, Sweden). The cameras used the

reflected data from the markers to calculate the position of the targets with high spatial

resolution. The motion of the markers was recorded at 120 Hz and all data were low-pass

filtered using a second order Butterworth Filter with 5 Hz cut-off frequency. The captured
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data was then exported and analysed in Microsoft Excel.

The euclidean distance was calculated at each time point for every marker using the

squareroot of the sum of the difference from point two to point one squared. The mean

distance and standard deviation were calculated for each of the seven markers on each

participant for each of the different expressions. The overall group means and standard

deviations were then calculated for each of the affects. No significant difference was found

in the amount of motion between angry (mean 0.09 mm and S.D. 0.02), happy (mean

0.11 mm and S.D. 0.05) and speech (mean 0.12 mm and S.D. 0.03) facial expressions (see

Figure 2.2.2).

Figure 2.2.2: Group motion capture data (n=4) shows the mean amount of motion for each
of the different facial affects. Error bars indicate standard error of mean (S.E.M).

2.2.2 fMRI participants

Fourteen healthy self-reported right-handed volunteers (6 male) with normal or corrected

to normal vision (mean age 28.3, S.D. 3.67 years) gave full written informed consent

to take part in the study, which was approved by the Aston University Human Science

Ethical Committee.

2.2.3 Experimental design and imaging paradigm

A sample of twenty-four stimuli (twelve dynamic and twelve corresponding static images)

was selected for the fMRI experiment, based on their highest intensity ratings and cor-
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rectly identified as the target affect as described above. Two emotion categories were

included, specifically, angry and happy, and a speech category was also included as a

control for non-affective facial motion. In the dynamic condition four different stimuli

were presented in each of the three emotion categories, and likewise in the static condi-

tion. The identities were matched across the dynamic and static conditions, as the static

stimuli were created from a screenshot of the final frame of each of the dynamic excerpts

including the speech controls.

Each stimulus was presented for 3 sec within a block of eight of the same condition.

Hence, there were six different blocks of 24 sec duration (dynamic angry, static angry,

dynamic happy, static happy, dynamic speech and static speech). A session of length 288

sec consisted of 24 sec blocks of no visual stimulation (fixation cross) alternating with the

six 24 sec blocks of visual stimulation. Blocks were presented in a pseudo-random order

around a Latin squares design within each session, and there were 6 sessions in total (1728

sec). Participants performed a 1-back memory task on the individual identity within each

block, making all responses via the lumina response pad (see Figure 3.2.1). This task was

designed to maintain vigilance and to control for attention which is known to modulate

BOLD signals in many of the neural areas included in this study (see e.g. Beauchamp

et al., 2002).

Figure 2.2.3: fMRI experimental design shows 24 s on-block where 8 stimuli were presented
for 3 s within each block of the same condition. This alternated with a 24 s block of no
visual stimulation (fixation cross). Participants (N=14) performed a 1-back memory task on
the individual identity within each block, making all responses via the lumina response pad.

2.2.4 Imaging protocol

MR data were acquired on a 3 Tesla Siemens Magnetom Trio Scanner using an 8-channel

radio frequency birdcage head-coil. A gradient echo planar sequence (EPI) was used to
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acquire 44 contiguous 3 mm thick axial slices per whole brain volume in one time series of

576 scans, with the following parameters; echo time (TE) = 30 msec, repetition time (TR)

= 3000 msec, field of view (FOV) = 192 mm, 64 x 64 pixels per inch matrix, resolution 3

x 3 mm in-plane resolution. A high resolution MPRAGE anatomical image with 1 x 1 x

1 voxel resolution was collected at the end of each scanning session. Visual stimuli were

presented using Presentation Software (Neurobehavioral Systems, Inc.) and projected via

LCD to a screen located in the back of the scanner bore behind the participant’s head.

Participants viewed the stimuli through a prism mirror mounted above their eyes on the

head coil.

2.2.5 Image analysis

2.2.5.1 Subtractive analysis

Off-line data processing and analysis were performed using the Statistical Parametric

Mapping software (SPM2; Wellcome Department of Cognitive Neurology, London, UK;

www.fil.ion.ucl.ac.uk/spm) implemented within Matlab 7. All functional volumes were

realigned to the first volume using rigid body transformations (the most accurate function

for realignment in SPM2), to correct for any head motion. To facilitate group analysis all

functional images were then spatially normalised into standard stereotactic space using

the Montreal Neurological Institute (MNI) echo-planar imaging template proposed as

default in SPM2, which approximates the standard stereotaxic space of Talairach and

Tournoux (1988). Spatially normalised images were resliced to a final voxel size of 3 x 3

x 3 mm and smoothed using 7 mm full-width at half-maximum Gaussian kernel, and a

high pass filter of 1/128 Hz was used to eliminate low-frequency components.

Realigned, spatially normalised, and smoothed functional images were analysed voxelwise

using SPM2 in the framework of the general linear model (see section 1.5; Friston et al.,

1995). A first-level, session-specific analysis was initially performed to accommodate for

within-subject, between-scan variability. In the first-level analyses, block onsets were

modelled as boxcars convolved with a canonical haemodynamic response function. All

data were high-passed filtered with a cut-off frequency of 1 ⁄128 Hz to remove low-

frequency signal drifts and a correction for temporal autocorrelation was applied. Contrast

images were created to identify voxels showing task-related increases in activity. The
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following six contrasts were calculated: all dynamic versus all static faces, dynamic angry

versus static angry faces, dynamic happy versus static happy faces, dynamic speech versus

static speech faces, dynamic angry versus dynamic speech facial displays, and dynamic

happy versus dynamic speech facial displays, which produced a statistical parametric map

of the t statistic [SPM(t)].

Voxels were identified as significantly activated if they reached a threshold of p < .001

(uncorrected) with a spatial extent greater than or equal to 7 voxels. Then, the contrast

images for each participant and each comparison were entered into a one-sample t-test

for random effects analysis. This procedure accounts for possible participant-by-condition

interactions and tests whether or not the population from which our set of participants

is drawn possesses the hypothesised effect (Penny and Holmes, 2003). Voxels were iden-

tified as significantly activated if they reached a threshold of p < .001 (uncorrected) and

corrected for multiple comparisons of the entire brain at a threshold of p < .05.

2.2.5.2 Regions of interest analysis

Regions of interest (ROI) were defined for each participant based on the contrast of all

faces versus baseline fixation with a p value of p < .001 uncorrected, and coordinates were

verified against previous face perception studies (Haxby et al., 2000; Fairhall and Ishai,

2007). These included the inferior occipital gyrus, superior temporal sulcus, amygdala,

and inferior frontal gyrus. Percent signal change data were calculated by extracting

the time series at the sites of peak activation within each of these regions of interest

for each participant (spherical volumes of 6 mm radius) and then subtracting the mean

baseline signal from the activation periods. A repeated measures ANOVA with two within

participant factors: motion (dynamic and static), and facial display (angry, happy and

speech), was then used to assess the differences in the amount of signal change within

each ROI.
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2.3 Results

2.3.1 Dynamic versus static facial expressions

As predicted, the contrast between dynamic and static facial expressions revealed signi-

ficant activation in bilateral superior temporal sulci, bilateral middle temporal gyri and

left middle occipital gyrus. In addition, bilateral inferior frontal gyri, bilateral middle

frontal gyri, right precentral gyrus and the right amygdala were also significantly activ-

ated (see Table 2.1 and Figure 2.3.1). The contrast between dynamic and static angry

Table 2.1: Brain regions showing significant activations in response to all dynamic compared
to all static expressions. Coordinates indicate local maxima in Talairach space. L = Left; R =
Right. Multiple peaks within a cluster are shown on subsequent lines.

Region Cluster Size Z score x, y, z
R Superior temporal sulcus (BA 22) 1986 5.46 56, -40, 10
R Middle temporal gyrus (BA 22) 4.81 50, -36, 2

R Middle temporal gyrus/MT/V5 (BA 37) 4.52 48, -62, 4
L Middle occipital gyrus/V5 (BA 19) 413 4.57 -42, -76, 4
L Superior temporal sulcus (BA 22) 4.48 50, -58, 16
L Middle temporal gyrus (BA 39) 4.43 -42, -58, 8
L Middle frontal gyrus (BA 6) 42 4.02 -48, 2, 56
R Middle frontal gyrus (BA 6) 63 3.93 48, 2, 42
R Precentral gyrus (BA 6) 3.35 44, -2, 48

R Inferior frontal gyrus (BA 47) 10 3.29 52, 24, -6
R Inferior frontal gyrus (BA 45) 17 3.21 56, 22, 14
L Inferior frontal gyrus (BA 47) 8 3.18 -38, 24, 2

R amygdala (BA 34) 7 3.16 20, -8, -16

faces also revealed significant activation in bilateral STS, bilateral middle temporal gyrus

and the right amygdala, but also in bilateral middle occipital gyrus, and the right in-

sula (see Table 2.2 and Figure 2.3.2). Dynamic happy faces compared to static happy

faces revealed significant activation again in bilateral STS, and right middle temporal

gyrus, but also in left middle occipital gyrus and left fusiform gyrus (see Table 2.3 and

Figure 2.3.3). The comparison of the response to dynamic versus static speech revealed

significant activation again in bilateral STS and middle temporal gyri, along with bilateral

middle occipital gyri, but also bilaterally in the middle frontal gyri, right precentral gyrus

and left inferior frontal gyrus (see Table 2.4 and Figure 2.3.4).
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Table 2.2: Brain regions showing significant activations in response to dynamic angry com-
pared to static angry expressions. Coordinates indicate local maxima in Talairach space. L =
Left; R = Right. Multiple peaks within a cluster are shown on subsequent lines.

Region Cluster Size Z score x, y, z
R Middle occipital gyrus (BA 19) 538 4.98 54, -70, -6
R Middle temporal gyrus (BA 37) 4.32 58, -62, 0
R Superior temporal sulcus (BA 22) 3.35 50, -58, 16
R Superior temporal sulcus (BA 22) 259 4.47 54, -40, 8
L Middle occipital gyrus/V5 (BA 19) 257 4.26 -46, -74, 4
L Middle temporal gyrus (BA 19) 3.52 -44, -62, 16
L Middle temporal gyrus (BA 21) 54 3.78 -58, -40, 2
L Superior temporal sulcus (BA 22) 3.47 -58, -44, 12

R Insula 9 3.5 48, -40, 22
R Amygdala 11 3.25 20, -8, -16

Table 2.3: Brain regions showing significant activations in response to dynamic happy
compared to static happy expressions. Coordinates indicate local maxima in Talairach
space. L = Left; R = Right. Multiple peaks within a cluster are shown on subsequent
lines.

Region Cluster Size Z score x, y, z
R Superior temporal sulcus (BA 41) 517 4.92 46, -40, 6
R Middle temporal gyrus (BA 22) 4.44 58, -44, 4
R Superior temporal sulcus (BA 22) 4.39 62, -32, 8
L Superior temporal sulcus (BA 22) 71 3.94 -50, -48, 12
L Middle occipital gyrus/V5 (BA 19) 22 3.51 -44, -76, 4

L Fusiform gyrus (BA 37) 11 3.33 42, -68, -10

Table 2.4: Brain regions showing significant activations in response to dynamic speech com-
pared to static speech expressions. Coordinates indicate local maxima in Talairach space. L =
Left; R = Right. Multiple peaks within a cluster are shown on subsequent lines.

Region Cluster Size Z score x, y, z
L Middle temporal gyrus (BA 19) 489 4.99 -46,-62, 14
L Superior temporal sulcus (BA 21) 4.3 -60, -24, -2
L Superior temporal sulcus (BA 22) 4.12 -60, -44, 10
R Middle temporal gyrus (BA 21) 646 4.48 64, -38, 0
R Superior temporal sulcus (BA 22) 4.42 68, -36, 8

L Middle frontal gyrus (BA 9) 172 4.28 -52, 18, 30
L Middle frontal gyrus (BA 8) 3.35 -48, 10, 42
R Middle frontal gyrus (BA 6) 79 4.23 46, 65, 8
L Inferior frontal gyrus (BA 6) 33 4.11 -48, 18, -6

L Middle occipital gyrus/V5 (BA 19) 122 4.01 -42, -76, 4
R Middle occipital gyrus (BA 19) 88 4.01 54, -70, -8
R Middle frontal gyrus (BA 9) 182 3.97 52, 16, 30
R Precentral gyrus (BA 6) 3.4 44, -2, 46
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Figure 2.3.1: The dynamic face perception network. Results of whole brain group analysis
(N=14) for the dynamic versus static condition projected onto the surface of an inflated standard
brain, showing both lateral and ventral views. Bilateral activation is clearly shown on both left
(L) and right (R) hemispheres in; (1) middle occipital gyri (2) middle temporal gyri (3) superior
temporal sulci (4) inferior frontal gyri (5) and middle frontal gyri. Colour bar denotes T-statistic
and images are thresholded at p<.05 corrected for multiple comparisons.

2.3.2 Dynamic facial expressions of emotion versus dynamic

speech displays

The contrast of dynamic angry facial expressions with dynamic speech facial displays

revealed significant activation in bilateral insula, right postcentral gyrus, right inferior

frontal gyrus and right amygdala (see Table 2.5). The comparison of dynamic happy facial

expressions with dynamic displays of speech revealed significant activation in bilateral

inferior frontal gyri, bilateral middle occipital gyri and left fusiform gyrus (see Table 2.6).
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Figure 2.3.2: Results of whole brain group analysis (N=14) for the dynamic angry versus
static angry condition projected onto the surface of an inflated standard brain, showing both
lateral and ventral views (L=Left; R=Right). Activation is shown bilaterally in middle occipital
gyri, middle temporal gyri, superior temporal sulci, as well as the right insula and right amyg-
dala. Colour bar denotes T-statistic and images are thresholded at p<.05 corrected for multiple
comparisons.

2.3.3 Regions of interest analysis

In comparing the dynamic and static conditions within the left and right inferior occipital

gyri no significant differences were found in the amount of signal change, i.e. both condi-

tions exhibited a similar response pattern for all faces. In both the left and right superior

temporal sulci there was a significant main effect of motion, showing a significantly greater

increase to dynamic faces, F(1, 13) = 22, p < .05 and F(1, 13) = 6.63, p < .05 respectively,

but a main effect of affect was not revealed. On the other hand, the effect of motion was

Table 2.5: Brain regions showing significant activations in response to dynamic angry com-
pared to dynamic speech facial displays. Coordinates indicate local maxima in Talairach space.
L = Left; R = Right. Multiple peaks within a cluster are shown on subsequent lines.

Region Cluster Size Z score x, y, z
R Insula (BA 13) 37 4.77 34, 4, 12
L Insula (BA 13) 40 4.28 -40, 0, 8

R Postcentral gyrus (BA 2) 28 4.19 48, -30, 34
R Inferior frontal gyrus (BA 44) 37 4.12 50, 2, 14

R Postcentral gyrus (BA 7) §8 4.10 20, -48, 66
R Amygdala 17 3.89 20, -8, -16
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Figure 2.3.3: Results of whole brain group analysis (N=14) for the dynamic happy versus
static happy condition projected onto the surface of an inflated standard brain, showing both
lateral and ventral views (L=Left; R=Right). Activation is shown in left middle occipital gyrus,
left fusiform gyrus, right middle temporal gyrus and bilateral superior temporal sulci. Colour
bar denotes T-statistic and images are thresholded at p<.05 corrected for multiple comparisons.

Figure 2.3.4: Results of whole brain group analysis (N=14) for the dynamic speech versus
static speech condition projected onto the surface of an inflated standard brain, showing both
lateral and ventral views (L=Left; R=Right). Activation is shown bilaterally in middle occip-
ital gyri, middle temporal gyri, superior temporal sulci and middle frontal gyri, and in right
precentral gyrus and left inferior frontal gyrus. Colour bar denotes T-statistic and images are
thresholded at p<.05 corrected for multiple comparisons.
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Table 2.6: Brain regions showing significant activations in response to dynamic happy com-
pared to dynamic speech facial displays. Coordinates indicate local maxima in Talairach space.
L = Left; R = Right. Multiple peaks within a cluster are shown on subsequent lines.

Region Cluster Size Z score x, y, z
L inferior frontal gyrus (BA 9) 48 4.98 -54, 8, 18
R inferior frontal gyrus (BA 44) 36 4.63 50, 6, 18
L Middle occipital gyrus (BA 19) 66 4.46 -54, -68, -10
R Middle occipital gyrus (BA 18) 54 4.38 30, -78, 4

L Fusiform gyrus (BA 37) 24 3.75 46, -64, -8

not significant in neither the left nor right amygdalae, but there was a significant main

effect of affect, F(2, 26) = 9.92, p < .05 and F(2, 26) = 3.99, p < .05, respectively.

In the left amygdala post hoc contrast tests revealed that there was no significant differ-

ence between the angry and happy conditions, whereas there was a significantly greater

increase in signal strength to displays of anger relative to speech, F(1, 13) = 20.71, p

< .05, and happy expressions relative to speech F(1, 13) = 7.33, p < .05. Similarly in

the right amygdala post hoc contrast tests revealed that there was a significantly greater

increase for angry expressions compared to speech, F(1, 13) = 4.68, p < .05, and happy

expressions relative to speech, F(1, 13) = 5.74, p < .05, but no significant differences in

signal change between the angry and happy conditions. Thus similar bilateral responses

were observed in the left and the right amygdalae, where they exhibited greater responses

to angry and happy expressions relative to speech. In the left and right inferior frontal

gyri no significant differences were found for motion.

No significant differences were found for motion in bilateral inferior frontal gyri. However,

there was a significant main effect of emotion in the right inferior frontal gyrus, (F2, 26)

= 4.60, p < .05, but not in the left inferior frontal gyrus. Post hoc contrast tests of the

response in right inferior frontal gyrus revealed a significantly greater increase in signal

strength for angry expressions compared to speech F(1, 13) = 6.73, p < .05, and happy

expressions compared to speech F(1, 13) = 5.36, p <.05. In sum, superior temporal sulci

and amygdalae showed sensitivity to motion and affect respectively, while the inferior

occipital gyri and left inferior frontal gyrus did not. Right inferior frontal gyrus however,

showed an increased response to affective facial displays (see Figure 2.3.5 and Table 2.7

for a list of ROI locations).
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Figure 2.3.5: Regions of interest analysis shows mean percent signal change in left (L) and
right (R) inferior occipital gyri (IOG), superior temporal sulci (STS), amygdalae (AMG) and
inferior frontal gyri (IFG). White bars indicate the dynamic stimulus condition and black bars
denote the static stimulus condition, error bars indicate standard error of mean.

2.4 Discussion

2.4.1 The common neural substrates of dynamic face perception

In this study a unique set of dynamic face stimuli were created in order to obtain examples

of naturalistic facial expressions. These were then used to investigate brain activation in

response to dynamic facial expressions of emotion, including angry, happy and speech

facial displays. Dynamic face stimuli have previously been shown to activate regions in

the dorsal pathway of the face perception network, such as regions along MTG and STS,

along with regions in the extended system, such as the amygdala and IFG (Kilts et al.,

2003; LaBar et al., 2003; Sato et al., 2004; Fox et al., 2009). Thus, it was predicted that

the dynamic facial expressions used in the present study would elicit activation in similar

regions along this dorsal pathway and also recruit regions in the extended system.
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Table 2.7: Location of regions of interest within the face perception network. Coordinates
are presented in Talairach space. L = Left; R =Right. N indicates the number of subjects
who showed significant activation in each region. Standard error of the means are indicated in
parentheses.

Region N Mean Coordinates
x y z

L Inferior occipital gyrus 14 -42 (2) -84 (1) -2 (3)
R Inferior occipital gyrus 14 40 (3) -80 (2) -4 (2)
L Superior temporal sulcus 14 -52 (2) -54 (2) 12 (1)
R Superior temporal sulcus 14 52 (2) -54 (1) 12 (1)

L Amygdala 12 -22 (2) -6 (1) -18 (2)
R Amygdala 13 20 (2) -6 (2) -18 (2)

L Inferior frontal gyrus 8 -46 (3) 18 (2) 22 (2)
R Inferior frontal gyrus 10 52 (3) 26 (3) 18 (2)

As expected, enhanced activation patterns in bilateral middle temporal gyrus, includ-

ing area V5/MT, and extending along bilateral STS, were found for the perception of

all dynamic facial expressions compared to their static counterparts, irrespective of the

specific facial expression. Previous studies of motion perception have shown consistent

activation of area MT in response to general motion processing, whereas STS shows a

greater response to biological motion in particular (Beauchamp et al., 2002). In a recent

meta-analysis of the fMRI literature on human motion perception, Grosbras et al. (2012)

found that regions in bilateral middle temporal gyrus and STS were significantly activated

across a range of studies on face movement perception.

While the STS has been implicated in biological motion perception it has also been asso-

ciated more broadly with social communication (Allison et al., 2000). The posterior STS

appears to be particularly sensitive to the dynamic aspects of a face, showing increased

activation during the perception of eye and mouth movements (Puce et al., 1998), gaze

discrimination (Hoffman and Haxby, 2000) and facial expression processing of static (En-

gell and Haxby, 2007) and dynamic stimuli (Kilts et al., 2003; LaBar et al., 2003; Sato

et al., 2004). Further examination of the activation within bilateral STS, through ana-

lysis of the percent signal change, revealed that the STS showed sensitivity specifically to

motion but not to affect. This was further confirmed by the absence of activation in the

STS for the direct contrasts of both dynamic angry, and dynamic happy facial expres-

sions with dynamic speech displays. Thus STS activations are not specifically related to

the perceptions of emotion, but appear to be involved in general processing of dynamic

social signals (Kilts et al., 2003), which supports the proposed role of the STS in socially
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valenced motion perception (Grosbras et al., 2012).

According to Haxby et al.’s model, prior to processing in the STS, the first stage in the

face perception process occurs in a region in inferior occipital gyrus, often referred to

as the occipital face area, where an early structural description of a face is computed.

Converging evidence from lesion and transcranial magnetic stimulation (TMS) studies

provides support for the notion that the occipital face area is an essential component in

the cortical face perception network (Rossion et al., 2003; Pitcher et al., 2008). However,

while the occipital face area is believed to play a role primarily in early visual structural

processing of faces, it has recently been implicated in higher level face processing.

For example, Pitcher et al. (2008) found that TMS delivered over the right occipital face

area impaired facial expression discrimination, but interestingly not identity discrimina-

tion, which suggests that the occipital face area is involved in facial expression processing.

Furthermore, Schultz and Pilz (2009) report increased activation in left inferior occipital

gyrus in response to dynamic relative to static faces. However, in the present study the

neural responses to dynamic and static facial expressions were not significantly different

in bilateral inferior occipital gyri, which is more consistent with the view that the inferior

occipital gyri represent the invariant properties of a face and thus are sensitive to faces in

general, regardless of motion or facial display (Haxby et al., 2000; Pitcher et al., 2011b).

In the extended face perception system then, dynamic facial expressions elicited increased

activation in the right amygdala. Although this effect may be primarily driven by the

dynamic angry facial expressions as shown by both of the dynamic angry contrasts (i.e.

dynamic versus static angry expressions and dynamic angry versus dynamic speech dis-

plays). Previous neuroimaging studies have reported increased amygdala activation to

dynamic facial expressions (LaBar et al., 2003; Sato et al., 2004, 2010; Trautmann et al.,

2009) suggesting that dynamic stimuli may be more effective in engaging the amygdala

during face perception tasks (LaBar et al., 2003). However, while the amygdala showed

significantly greater activation for dynamic expressions in the whole brain analysis, further

interrogation of the amygdala response through analysis of the percent signal change re-

vealed that bilateral amygdalae were sensitive to affect in general (i.e., angry and happy

expressions). This was revealed by a significant increase in the amygdala response to

angry and happy expressions but not to speech, regardless of motion.
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This is consistent with previous studies showing greater amygdala activation to emotional

expressions in general (Breiter et al., 1996; Morris et al., 1996), and lesion studies show-

ing that patients with bilateral ablation of the amygdala are impaired at processing facial

affect (Young et al., 1995). Hence the amygdala may act as a multiprocessor of socially

salient information, particularly from the face, where it is sensitive to affects with nat-

uralistic facial motion. The difference in results between the whole brain analysis and

the region of interest analysis may be due to a number of factors. The regions of in-

terest analysis may be more sensitive as the regions are identified individually for each

participant, which eliminates the between subject variation that is present in whole-brain

group analysis. In addition, the multiple comparisons problem is greatly reduced in ROI

analyses as a much smaller number of tests are being performed compared to testing all

voxels in the brain, which allows more sensitive thresholds to be used in ROI analyses

(Saxe et al., 2006).

In the extended system, frontal regions including bilateral inferior frontal gyri, bilateral

middle frontal gyri and right precentral gyrus were significantly activated in response to

dynamic faces. Middle frontal gyrus (BA 6; supplementary motor area) and precentral

gyrus (BA 6) have been implicated in action observation and imitation and are believed to

form part of the human mirror neuron system (Iacoboni et al., 1999). The mirror neuron

system provides an action recognition mechanism through imitation and learning, whereby

sensory representations of action are transformed into corresponding motor programmes

(Rizzolatti and Craighero, 2004). Recent studies have shown activation in the mirror

neuron system during passive observation of mouth, hand or foot movements (Buccino,

2004) and during passive observation of dynamic facial expressions of emotion (Kilts et al.,

2003; Sato et al., 2004). Further evidence in support of the role of the mirror neuron

system in emotion recognition comes from lesion studies where patients with lesions in

frontal cortex show impairment in the recognition of emotional stimuli (Adolphs, 2002b).

Previous face perception studies have implicated the inferior frontal gyrus, which is part of

the extended face perception system, in processing static facial expressions (Ishai et al.,

2005) as well as dynamic facial expressions (Kilts et al., 2003; Schultz and Pilz, 2009;

Trautmann et al., 2009). Furthermore, Pitcher et al. (2011a) and Fox et al. (2009) found

increased activation in inferior frontal gyri in response to dynamic facial expressions relat-
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ive to static. In the present study bilateral inferior frontal gyri showed significantly greater

activation to dynamic relative to static faces in the whole brain subtractive analysis. How-

ever, examination of the percent signal change in bilateral inferior frontal gyri did not

show a significant effect of motion. Interestingly, a main effect of emotion was found in

right inferior frontal gyrus only, where there were significantly greater responses to the

affective stimuli, angry and happy, relative to speech regardless of motion. Additionally,

when both of the affective displays (dynamic angry and dynamic happy) were contrasted

with dynamic speech displays significant activation was found in inferior frontal gyri. This

suggests enhanced processing of dynamic affective expressions in regions of inferior frontal

gyri.

2.4.2 Distinct neural substrates associated with the perception

of different dynamic facial expressions

In the previous section the common neural substrates for the perception of all of the

dynamic facial expressions were described, involving middle temporal gyrus, superior

temporal sulcus, amygdala and inferior frontal gyrus. Planned pairwise comparisons were

computed to investigate the effects of motion on the processing of different face stimuli

by explicitly contrasting dynamic and static stimuli for each of the different affects. In

addition, the effects of emotion-specific facial dynamics were examined by contrasting

each of the dynamic affective stimuli with the dynamic speech stimuli. In this context,

the dynamic speech stimuli represented dynamic neutral stimuli as they contained neutral

expressions without an emotional component and were thus used to control for general

facial motion responses.

Furthermore, a motion capture technique was used to ensure that all of the dynamic

stimuli contained similar amounts of motion. This control measure was used to ensure that

any differences in neural responses to the different facial affects identified with fMRI, would

be due to differences in the type of affect specific motion, not the amount of motion per se.

Based on previous research showing dissociable systems involved in processing emotional

facial expressions it was predicted that dynamic angry and happy facial expressions may

recruit distinct regions of the extended face perception system relative to speech (Kilts

et al., 2003; Sato et al., 2004; Trautmann et al., 2009).
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The direct comparison of dynamic and static angry expressions revealed significant ac-

tivation bilaterally in the core system, in the middle occipital gyri extending into the

MTG and STS. Significantly greater activation was also found in the extended system,

in the amygdala and insula, in response to dynamic angry expressions. The contrast of

dynamic angry versus dynamic speech facial displays also revealed significant activation

in the amygdala and insula, as well as in postcentral and inferior frontal gyri. The persist-

ence of these activations in the amygdala and insula suggests that these activations are

specifically related to the processing of dynamic angry expressions and not attributable to

general motion processing. Taken together these results imply that the regions of the core

system are involved in general motion processing while the amygdala, insula and regions

of prefrontal cortex are specifically involved in processing the affective information from

dynamic angry expressions.

Previous neuroimaging studies have reported increased amygdala activation to both static

angry and dynamic angry expressions (Kilts et al., 2003; LaBar et al., 2003; Sato et al.,

2004). Kilts et al. (2003) also reported increased activation in a similar set of regions when

they contrasted dynamic and static angry expressions using PET. The insula is believed

to play an important role in emotion perception through its projections to the inferior

prefrontal cortex and amygdala, and it modulates amygdala activity by relaying signals

from cortical regions through efferent pathways (Phelps et al., 2001). While the insular

cortex is known to be involved in emotional processing, it has generally been associated

with the processing of expressions of disgust (Phillips et al., 1997; Wicker et al., 2003).

However, Fusar-Poli et al. (2009) carried out a meta-analysis of over one hundred fMRI

studies of emotional face processing and report insula activation to angry facial expressions

in static images as well as to expressions of disgust. It has recently been proposed that the

insula may act as a relay centre between action and emotion areas during the observation

of action (Montgomery and Haxby, 2008). In this case, it may be that the dynamic angry

stimuli evoke neural activation patterns in the right insula which then modulates activity

in the right amygdala to facilitate emotion processing.

Compared to static displays, the perception of happiness in dynamic expressions was once

again associated with increased activation in the core system in right middle temporal

gyrus extending into STS and in the left middle occipital gyrus and STS. Similarly, Kilts
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et al. (2003) reported increased activation in visual regions in temporal and occipital gyri

in response to dynamic happy facial expressions relative to static. Furthermore a cluster

was identified in the left fusiform gyrus, which showed significant activation in response to

dynamic happy facial expressions. The contrast of dynamic happy facial expressions with

dynamic speech facial displays also revealed significant activation in the fusiform gyrus,

as well as in middle occipital gyri and inferior frontal gyri.

The persistence of activation in the fusiform gyrus suggests that it is involved specifically

in processing the happy facial expressions rather than in general structural or motion

processing. This is consistent with Trautmann et al. (2009) who also reported increased

activation in the fusiform gyrus in response to dynamic happy facial expressions. Further-

more, Hennenlotter et al. (2005) have reported increased fusiform activation to dynamic

stimuli of smiling faces relative to dynamic neutral faces. Previous studies of dynamic face

perception have reported increased fusiform activation to different dynamic face stimuli

(LaBar et al., 2003; Sato et al., 2004; Fox et al., 2009; Schultz and Pilz, 2009), however

in the present study increased fusiform activation was only found for dynamic happy ex-

pressions. Again the increased activation in inferior frontal gyrus in response to dynamic

happy facial expressions is consistent with its proposed role in affective face processing

(Fairhall and Ishai, 2007; Ishai, 2008).

When dynamic speech displays were directly contrasted with static speech displays signi-

ficant activation was again found in the core system in bilateral middle occipital gyrus,

MTG and STS. Significant activation was also found in regions of the extended system

including, bilateral middle frontal gyrus (BA 6, 8, 9), left inferior frontal gyrus (BA 6)

and right precentral gyrus (BA 9) for dynamic speech displays. These results are sim-

ilar to those obtained by Campbell et al. (2001) where they contrasted dynamic stimuli

displaying lip movements with still faces. These regions of premotor and supplementary

motor areas are believed to form part of the mirror neuron system. Thus the processing of

dynamic displays of speech relative to static appears to elicit greater activation in regions

associated with the mirror neuron system.

Taken together these results reveal a common core system, including middle occipital gyri,

middle temporal gyri and superior temporal sulci, that is involved in processing all of the

dynamic facial expressions. However there appears to be differences between activation
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patterns for each of the different dynamic facial expressions, particularly in regions of the

extended system. For example, processing of dynamic angry facial expressions involves the

amygdala and insula, whereas processing of dynamic happy expressions is associated with

greater fusiform activation, and dynamic speech perception relies on regions of premotor

and supplementary motor areas. This suggests that partly dissociable neural networks

are involved in processing different dynamic facial expressions of emotion (Hennenlotter

and Schroeder, 2006).

2.4.3 Summary

In conclusion, these findings extend Haxby et al.’s (2000) model to include naturalistic dy-

namic facial motion. A dynamic face perception network has emerged (see Figure 2.3.1),

comprising early visual regions, such as IOG, which is insensitive to motion or affect but

sensitive to the visual stimulus. The STS, which is specifically sensitive to motion, and the

amygdala in the extended system, which is recruited to process affect. Notably, functional

dissociations were found within the STS and the amygdala, where the STS is sensitive to

facial motion regardless of affect and conversely the amygdala is sensitive to facial affect

regardless of motion. However, the amygdala showed a trend towards increased activation

for dynamic angry expressions.

Frontal regions in the extended system are involved in additional face processing, where

IFG is involved in processing the affective information from dynamic facial expressions

of emotion. Furthermore, different activation patterns were reported for each of the dif-

ferent dynamic facial expressions where processing of dynamic angry facial expressions

involves the amygdala and insula, whereas processing of dynamic happy expressions is

associated with greater fusiform activation, and dynamic speech perception relies on re-

gions of premotor and supplementary motor areas. This suggests that partly dissociable

neural networks are involved in processing different dynamic facial expressions of emotion

(Hennenlotter and Schroeder, 2006).
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Chapter 3

Connectivity analysis of the dynamic

face perception network

3.1 Introduction

3.1.1 Overview

This chapter will assess connectivity within the dynamic face perception network. The

effective connectivity within the distributed face perception system will be examined with

realistic dynamic facial expressions of emotion. In the previous chapter fMRI was used

to examine specific regional effects related to dynamic face processing. A dynamic face

perception network was identified which extends Haxby et al. (2000)’s distributed neural

system for face perception. This network includes early visual regions, such as IOG,

which is insensitive to motion or affect but sensitive to the visual stimulus. The STS,

which is specifically sensitive to motion, the amygdala in the extended system, which is

recruited to process affect, and frontal regions which are recruited for additional affective

processing.

However, while this level of investigation localised the function of the components of the

dynamic face perception network quite well, it did not explicitly measure the relationships

between these brain regions. Beyond identifying the functional properties of each indi-

vidual node in a network, it is also important to understand their connections in order

to fully characterise face processing in the brain (Wiggett and Downing, 2008). Thus,

it is important to assess how, and to what extent the face perception network is func-
96



tionally integrated (Said et al., 2011). Functional integration is usually inferred on the

basis of correlations among measurements of neuronal activity through different forms

of connectivity analysis (Friston, 2009). Studies of neural functional integration, using

both functional and effective connectivity measures have revealed interesting new find-

ings about the functional connections of specific brain regions and networks, and provide

important new insights in to the overall organisation of functional communication in the

human brain (Friston, 2009). These studies will be discussed in detail in the following

sections.

3.1.2 Functional connectivity within the distributed face per-

ception network

In recent years an increasing number of neuroimaging studies have explored neural func-

tional connectivity by measuring the level of co-activation of resting-state fMRI time-

series between different brain regions. This fMRI technique measures spontaneous, low-

frequency (< 0.1 Hz) BOLD signal fluctuations while participants are at rest (i.e. per-

forming no explicit task). A number of so-called resting-state networks have been reported

(e.g., visual, auditory, somatomotor, default, attention) where temporal correlations in

the BOLD signal of distributed brain regions were found (Biswal et al., 1995; Greicius

et al., 2003; Fox et al., 2005, 2006). These temporal correlations are presumed to reflect

the intrinsic functional connectivity among anatomically related discrete regions within

these neural networks. Essentially this means that brain regions that are generally ac-

tivated in unison during tasks will also display temporal coherence in their spontaneous

activity while at rest (Corbetta et al., 2008).

Recently Zhang et al. (2009) used resting state functional connectivity analysis to examine

whether regions of the distributed face perception network maintain a significant degree of

temporal coherence in their spontaneous activity in the resting state (i.e. in the absence

of any external stimulation). They did this by comparing the resting state functional

connectivity of the face perception network with the active state during passive viewing

of static objects and faces. Whole brain functional connectivity MRI analysis revealed

that the functional connectivity between regions in the core face perception system (i.e.

IOG, FG and STS) was similar during rest and while passively viewing faces. However
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the functional connectivity among regions in the extended system was modulated by the

passive viewing task. They therefore conclude that the regions of the core but not the

extended face perception network are functionally connected in the resting state.

Turk-Browne et al. (2010) also examined resting connectivity within the face perception

network but primarily focused on assessing the intrinsic connectivity between the FG and

the STS. Based on evidence showing that both the FG and STS are key structures involved

in face processing, Turk-Browne et al. (2010) suggest that the relationship between these

two regions may in fact be the most important connection in any larger network. They

used localiser scans, where participants were presented with static pictures of faces and

scenes, to define specific regions of interest for each participant in right FG and posterior

STS, along with a control region in parahippocampal cortex. The activation time series

in these regions were then compared while at rest, having controlled for confounds such

as sources of whole-brain noise.

Consistent with their predictions, Turk-Browne et al. (2010) found significant resting

correlations between FG and posterior STS. Zhang et al. (2009) also observed significant

resting connectivity between FG and STS, which provides converging evidence for the

existence of resting state functional connectivity between theses two regions. This has

important implications for models of face perception such as Haxby et al’s model which

proposes distinct pathways for the visual analysis of facial identity occurring in the FG

and expression analysis in the STS, as it suggests that these pathways are only partially

segregated (Said et al., 2011; see chapter 2).

3.1.3 Effective connectivity analysis of the face perception net-

work

The previous studies on face-related resting state functional connectivity provide valuable

information on the baseline intrinsic connectivity of the face perception network (Turk-

Browne et al., 2010). However, they do not provide any direct insight into how these

face-specific connections are modulated by external stimulation. Measures of effective

connectivity, such as dynamic causal modelling (DCM) or psychophysiological interaction

(PPI) analysis, are required for this level of investigation. DCM treats the brain as

an input-state-output system, whereby the neural activity in a given region (output)
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is characterised in terms of driving inputs, such as face stimuli, combined with intrinsic

connections and task-related modulations of connectivity with other brain regions (Friston

et al., 2003). Face perception studies using DCM analysis have demonstrated that different

tasks and face stimuli can influence the coupling among face-selective regions (Fairhall

and Ishai, 2007). For example, Mechelli et al., 2004 used DCM to investigate changes

in neuronal interactions between occipito-temporal cortex and prefrontal cortex during

two different cognitive tasks, specifically passive viewing and visual imagery of faces and

objects. They found that during visual perception of faces there was an increase in feed-

forward connectivity from early visual regions to occipito-temporal cortex, whereas there

was an increase in effective connectivity from prefrontal cortex to occipito-temporal cortex

during visual imagery of faces.

Similarly, Summerfield et al. (2006) reported patterns of differential connectivity between

prefrontal cortex and face-sensitive visual areas during a perceptual decision task. They

found that perceptual decisions about faces were associated with a significant increase in

effective connectivity between ventral medial frontal cortex and the FG and amygdala,

but there was no significant effect of bottom-up modulation from FG or amygdala to the

frontal cortex during the same task. Rotshtein et al. (2007) also used DCM to examine

changes in connectivity in the face perception network across different stimulus conditions.

They focused on the differential effects of high and low spatial frequency properties of

face stimuli on the coupling among regions of occipito-temporal cortex. Interestingly,

they found that low spatial frequency faces were associated with a significant increase in

connectivity between middle occipital gyrus and FG. Whereas visual processing of high

spatial frequency faces was associated with an increase in connectivity between inferior

occipital gyrus, inferior temporal gyrus and the FG. They conclude from this that different

regions in occipito-temporal cortex are sensitive to different visual cues, whereby high and

low spatial frequency information from face stimuli are processed separately and then

converge in the FG for integration.

Furthermore, a recent DCM study by Fairhall and Ishai (2007) demonstrated that the

effective connectivity between the FG and various regions of the face perception network

was modulated by different types of static face stimuli. They presented photographs

of unfamiliar, famous and emotional faces in a passive viewing task and found that all
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faces exerted a strong and significant influence on the effective connectivity between IOG

and both FG and STS. Emotional and famous faces significantly modulated the coupling

between IOG and FG, but not between IOG and STS. They also found that the FG

exerted influences on the amygdala, inferior frontal gyrus and orbitofrontal cortex. They

concluded from this that the extraction of the changeable aspects of face stimuli, within

limbic and prefrontal regions, is enabled via the FG in the ventral pathway rather than

the STS. However this may be due to the fact that static images of faces were used, indeed

the authors themselves predict that the STS in the dorsal pathway would exert a greater

effective influence on the extended system during the perception of dynamic faces.

PPI analysis is another form of connectivity analysis that has been used to assess face-

related changes in effective connectivity among regions of the face perception network

(Das et al., 2005; Nummenmaa et al., 2009). PPI analysis measures how activity in a

particular brain region of interest modulates activity in other brain regions, in response

to an experimental condition (Friston et al., 1997). It has an advantage over DCM analysis

because it does not require prior specification of the anatomical model. Rather a ‘source’

or ‘seed’ region is selected and regions of interaction with this ‘source’ are identified based

on the experimental condition. This allows effects throughout the whole brain to be

assessed rather than being limited to specific regions of interest.

In a recent study, Nummenmaa et al. (2009) used PPI analysis to identify brain regions

showing changes in effective connectivity with regions of the core face perception network,

when viewing eye gaze shifts relative to control eye movements. Haxby et al.’s model

predicts that the STS would be primarily involved in gaze perception, while other regions

such as the FG and IOG would not. By selecting three ‘seed’ regions in the core face

perception system, in IOG, FG and STS, they tested these predictions by assessing the

extent to which these regions are involved in gaze perception. As predicted they found

significant correlations between the STS and MT/V5, intraparietal sulcus, frontal eye

fields, superior temporal gyrus, supramarginal gyrus, and middle frontal gyrus. Consistent

with Haxby et al.’s model, they did not find any significant changes in connectivity with the

IOG and other brain regions as a function of gaze. However, the FG did show significant

correlations with the superior temporal gyrus and middle frontal gyrus, demonstrating

the contribution of both dorsal and ventral core face areas to gaze perception.
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3.1.4 Objectives and hypotheses

Taken together these connectivity analysis studies of face perception have shown inter-

esting task-specific modulations of the effective connectivity within the face perception

network. However, all of them have used impoverished static face stimuli, thus little is

known about the effective connectivity of the dynamic face perception network. This will

be examined in the present study, through the use of PPI analysis. By choosing ’source’

regions in the core (IOG and STS) and extended systems (amygdala and IFG) the effect-

ive connectivity within Haxby et al.’s (2000) distributed face model can be examined with

realistic dynamic facial expressions of emotion.

The data used in this analysis are the same as that used in the previous fMRI chapter

2, thus the stimuli consist of dynamic and static angry, happy and speech facial dis-

plays. Preplanned comparisons were computed to assess the effective connectivity within

the dynamic face perception network related to the following contrasts of interest: all

dynamic versus all static faces, dynamic angry versus static angry facial expressions, dy-

namic happy versus static happy facial expressions, dynamic speech versus static speech

facial displays, dynamic angry versus dynamic speech displays, and dynamic happy versus

dynamic speech displays.

It is hypothesised that PPI analysis will reveal correlations between early visual regions

such as IOG and regions in the dorsal pathway, such as the STS, in response to dynamic

face stimuli. It is also predicted that activation in STS will be correlated with regions in

the extended network such as the amygdalae and IFG when viewing dynamic facial expres-

sions of emotion only. Furthermore, the regions beyond the distributed face perception

network that are implicated in processing dynamic facial displays will be examined, in a

hypothesis generating fashion, using PPI analysis. Based on the results from chapter 2 it

is predicted that the different facial expressions will exhibit different effective connectivity

patterns within the dynamic face perception network.

During the perception of dynamic angry facial expressions it is predicted that STS and

amygdala activation will be correlated. It is further hypothesised that activation in the

amygdala will be correlated with the insula, based on anatomical connections between

these regions (Phelps et al., 2001; see subsection 2.4.2), to facilitate emotional processing

of the dynamic angry face stimuli. It is also predicted that IOG activation will be cor-
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related with the FG when processing dynamic happy expressions based on the significant

fusiform activation reported in the previous chapter. Finally, it is hypothesised that ac-

tivation in STS will be correlated with regions of prefrontal cortex around brodmann area

6, including precentral gyrus, which is known to be involved in speech processing.

An additional form of effective connectivity analysis known as physiophysiological inter-

action (PYPI) analysis will also be performed on the data. PYPI analysis is distinct from

PPI analysis in that it is used to assess how the activity in a particular brain region is

modulated by the physiological interaction of two other brain regions, rather than by the

interaction between one brain region and an experimental condition. The physiophysiolo-

gical interaction of brain regions in the core and extended systems of the face perception

network will be examined in both left and right hemispheres.

In the core system the interaction between IOG and STS will be examined, along with the

interaction between STS and amygdala, and amygdala and IFG in the extended system.

Based on the resting state functional connectivity analysis studies by Turk-Browne et al.

(2010) and Zhang et al. (2009) it is predicted that IOG and STS activation will be

correlated with FG activation. Also based on the results in chapter 2 showing STS and

middle temporal gyrus activation to dynamic faces, it is hypothesised that IOG and STS

activation will correlate with activation in middle temporal gyrus. Furthermore, it is

predicted that STS and amygdala activation will correlate with frontal regions in the

extended system.

3.2 Methods

3.2.1 fMRI participants

Fourteen healthy self-reported right-handed volunteers (6 male) with normal or corrected

to normal vision (mean age 28.3, S.D. 3.67 years) gave full written informed consent

to take part in the study, which was approved by the Aston University Human Science

Ethical Committee. These are the same participants as those described in chapter 2.
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3.2.2 Experimental design and imaging paradigm

The stimuli and experimental design are the same as those described in chapter 2, but

for ease of reading the details will be outlined again here. A sample of twenty-four

stimuli (twelve dynamic and twelve corresponding static images) was selected for the

fMRI experiment, based on their highest intensity ratings and correctly identified as the

target affect as described in chapter 2. Two emotion categories were included, specifically,

angry and happy, and a speech category was also included as a control for non-affective

facial motion. In the dynamic condition four different stimuli were presented in each of

the three emotion categories, and likewise in the static condition. The identities were

matched across the dynamic and static conditions, as the static stimuli were created

from a screenshot of the final frame of each of the dynamic excerpts including the speech

controls. Each stimulus was presented for 3 seconds within a block of eight of the same

condition. Hence, there were six different blocks of 24 seconds duration (dynamic angry,

static angry, dynamic happy, static happy, dynamic speech and static speech).

A session of length 288 seconds consisted of 24 second blocks of no visual stimulation

(fixation cross) alternating with the six 24 second blocks of visual stimulation. Blocks

were presented in a pseudo-random order around a Latin squares design within each

session, and there were 6 sessions in total (1728 seconds). Participants performed a 1-

back memory task on the individual identity within each block, making all responses via

the lumina response pad (see Figure 3.2.1). This task was designed to maintain vigilance

and to control for attention which is known to modulate BOLD signals in many of the

neural areas included in this study (see e.g. Beauchamp et al., 2002).

Figure 3.2.1: fMRI experimental design shows 24 s on-block where 8 stimuli were presented
for 3 s within each block of the same condition. This alternated with a 24 s block of no
visual stimulation (fixation cross). Participants (N=14) performed a 1-back memory task on
the individual identity within each block, making all responses via the lumina response pad.
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3.2.3 Imaging protocol

As before MR data were acquired on a 3 Tesla Siemens Magnetom Trio Scanner using an

8-channel radio frequency birdcage head-coil. A gradient echo planar sequence (EPI) was

used to acquire 44 contiguous 3 mm thick axial slices per whole brain volume in one time

series of 576 scans. With the following parameters echo time (TE) = 30 ms, repetition time

(TR) = 3000 ms, field of view (FOV) = 192 mm, 64 x 64 pixels per inch matrix, resolution

3 x 3 mm in-plane resolution. A high resolution MPRAGE anatomical image with 1 x 1

x 1 voxel resolution was collected at the end of each scanning session. Visual stimuli were

presented using Presentation Software (Neurobehavioral Systems, Inc.) and projected via

LCD to a screen located in the back of the scanner bore behind the participant’s head.

Participants viewed the stimuli through a prism mirror mounted above their eyes on the

head coil.

3.2.4 Image analysis

Off-line data processing and analysis were performed using the Statistical Parametric

Mapping software (SPM2; Wellcome Department of Cognitive Neurology, London, UK;

www.fil.ion.ucl.ac.uk/spm) implemented within Matlab 7. All functional volumes were

realigned to the first volume using rigid body transformations (the most accurate function

for realignment in SPM2), to correct for any head motion. To facilitate group analysis all

functional images were then spatially normalised into standard stereotactic space using

the Montreal Neurological Institute (MNI) echo-planar imaging template proposed as

default in SPM2, which approximates the standard stereotaxic space of Talairach and

Tournoux (1988). Spatially normalised images were resliced to a final voxel size of 3 x 3

x 3 mm and smoothed using 7 mm full-width at half-maximum Gaussian kernel. and a

high pass filter of 1/128 Hz was used to eliminate low-frequency components.

Realigned, spatially normalised, and smoothed functional images were analysed voxelwise

using SPM2 in the framework of the general linear model (see section 1.5; Friston et al.,

1995). A first-level, session-specific analysis was initially performed to accommodate for

within-subject, between-scan variability. In the first-level analyses, block onsets were mod-

elled as boxcars convolved with a canonical haemodynamic response function. All data

were high-passed filtered with a cut-off frequency of 1⁄128 Hz to remove low-frequency
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signal drifts and a correction for temporal autocorrelation was applied. Contrast images

were created to identify voxels showing task-related increases in activity.

As previously described in chapter 2, regions of interest (ROI) were defined for each

participant based on the contrast of all faces versus baseline fixation with p < .001 un-

corrected, and coordinates were verified against previous face perception studies (Haxby

et al., 2000; Fairhall and Ishai, 2007). The regions of interest identified were bilateral

IOG, STS, amygdalae, and IFG. The time series at the sites of peak activation within

each of these regions of interest were extracted for each participant (spherical volumes

of 6 mm radius) and subsequently used to assess task-dependent changes in functional

connectivity between brain regions using a psychophysiological interaction (PPI) model

(Friston et al., 1997).

3.2.4.1 Connectivity analysis

Psychophysiological interaction (PPI) connectivity analyses were carried out separately

for each region in both hemispheres, therefore eight separate PPI analyses were conducted

in bilateral IOG, STS, amygdalae, and IFG for the contrast of dynamic versus static faces.

Firstly, left IOG (-42 -84 -2) was chosen as the source region in order to interrogate the

core face perception system under the dynamic and static conditions, followed by the right

IOG (40 -80 -4). The time series of activity in the IOG was extracted for each participant,

based on a sphere of 6 mm radius centred on the most significant voxel of activation which

was specific for each participant. Here the PPI analysis produced an interaction term

between the IOG time series and the psychological condition (i.e., dynamic versus static

faces). The psychophysiological interaction term, or the “PPI regressor”, was computed

as the element-by-element product of the deconvolved extracted IOG time series and a

vector coding for the main effect of task condition (Friston et al., 1997). It was necessary

to deconvolve the BOLD time series with a model of the haemodynamic response function

in order to represent the interaction at the neuronal level (Gitelman et al., 2003).

The PPI regressor was then convolved with the canonical haemodynamic response func-

tion and entered into the regression model along with a second regressor P, representing

the contrast for the main effect of dynamic versus static faces (i.e., the psychological

variable), and a third regressor y, representing the extracted ROI time series (i.e., the
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physiological variable). Model estimation was performed and the effect of the interaction

term was evaluated using the following contrast [1 0 0], where the first column represents

the interaction term, the second represents the psychological variable and the third rep-

resents the time series of the source region. This essentially tests for positive slopes of

the PPI regressor which identifies the brain areas receiving context-dependent influences

from the IOG that were stronger during processing of dynamic than static faces.

The resulting SPM then shows areas with significant differential connectivity to the IOG

due to context manipulations. PPI analysis was carried out for each participant and the

resulting contrast images were then used to perform a second level random effects group

analysis (using a one-sample t test) with a statistical threshold of p < .001 (uncorrected)

and an extent threshold of 7 voxels per cluster. This same procedure was repeated for

all of the other regions of interest, and for the following contrasts; dynamic angry versus

static angry expressions, dynamic happy versus static happy expressions, dynamic speech

versus static speech facial displays, dynamic angry versus dynamic speech facial displays,

and dynamic happy versus dynamic speech displays.

Physiophysiological interaction (PYPI) connectivity analysis was also performed on the

data. PYPI analysis is distinct from PPI analysis in that it is used to assess how the

activity in a particular brain region is modulated by the physiological interaction of two

other brain regions, rather than by the interaction between one brain region and an

experimental condition. As with PPI analysis, this analysis was carried out separately

for the regions in both hemispheres. PYPI analysis was computed to assess the effect of

interaction between the IOG and STS, the STS and amygdala, and finally the amygdala

and IFG. The analysis steps are the same as those described for the PPI analysis, but in

this case the interaction term is based on the time series extracted from the two source

regions (i.e. IOG and STS) rather than one source region and the experimental condition.

3.3 Results

3.3.1 Psychophysiological interaction results

Using psychophysiological interaction analysis (PPI) the effective connectivity between

different regions within the face perception network was examined. PPI analysis provides
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a means of assessing possible interactions between selected regions of interest, within the

face perception network, in response to dynamic and static faces. The interpretation of

a significant PPI is that there are different engagements of anatomical connections as a

function of psychological context, in this case viewing dynamic or static faces (Friston

et al., 1997).

3.3.1.1 Inferior occipital gyri

A seed voxel was firstly placed in left IOG (-42 -84 -2; see Table 3.1) and the regions

of covariation under the condition of all dynamic faces compared to all static faces were

examined. This revealed significant correlations with bilateral STS, left IFG and middle

occipital gyrus, along with right middle frontal gyrus, superior frontal gyrus and precentral

gyrus, for all dynamic faces compared to all static faces (see Figure 3.3.1 (a) and Table 3.1

A). When the dynamic and static displays of anger were contrasted there were significant

correlations between the seed region in left IOG and left precentral gyrus, superior frontal

gyrus, STS, lingual gyrus and IFG, along with right middle temporal gyrus and middle

frontal gyrus (see Figure 3.3.2 (a) and Table 3.1 B).

The contrast of dynamic happy and static happy expressions revealed significant correl-

ations between left IOG and bilateral middle occipital gyri, and left fusiform gyrus (see

Figure 3.3.2 (b) and Table 3.1 C). The contrast of dynamic and static displays of speech

revealed significant correlations between left IOG and left STS, middle temporal gyrus

and precentral gyrus (see Figure 3.3.2 (c) and Table 3.1 D). The contrast of dynamic

angry and dynamic speech displays revealed significant correlations between left IOG and

left middle occipital gyrus, left amygdala, right precentral gyrus and bilateral insula (see

Table 3.1 E). Finally, the contrast of dynamic happy and dynamic speech facial displays

revealed significant correlations between left IOG and bilateral fusiform gyri, bilateral

IFG, left middle occipital gyrus, and left middle temporal gyrus (see Table 3.1 F).

A seed region in right IOG (40, -80, -4; see Table 3.2), was correlated with bilateral middle

temporal gyri and STS for the dynamic versus static face contrast (see Figure 3.3.1 (a)

and Table 3.2 A). When the dynamic and static displays of anger were compared there

were significant correlations between right IOG and right middle occipital gyrus, STS,

middle frontal gyrus, and superior frontal gyrus as well as the left superior parietal lobule
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(a) Seed voxels in left (L) and right (R) inferior occipital gyri.

(b) Seed voxels in left (L) and right (R) superior temporal sulci.

(c) Seed voxels in left (L) and right (R) amygdalae.

(d) Seed voxels in left (L) and right (R) inferior frontal gyri.

Figure 3.3.1: Effective connectivity of the four main seed voxels in the dynamic face percep-
tion network: (a) Inferior occipital gyri; (b) Superior temporal sulci; (c) Amygdalae; (d) Inferior
frontal gyri. Results are thresholded at p<.001 for the dynamic versus static contrast for all 14
participants. L=Left; R=Right.
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(see Figure 3.3.2 (a) and Table 3.2 B).

Comparison of the dynamic and static happy facial expressions revealed significant cor-

relations with right inferior frontal gyrus and middle frontal gyrus (see Figure 3.3.2 (b)

and Table 3.2 C). When activation in response to the dynamic and static displays of

speech was examined significant correlations were found between right IOG and the right

superior frontal gyrus and left STS (see Figure 3.3.2 (c) and Table 3.2 D). The contrast

of dynamic angry and dynamic speech displays revealed significant correlations between

right IOG and right middle occipital gyrus, bilateral middle occipital gyri, right middle

frontal gyrus and right superior temporal gyrus (see Table 3.2 E). Finally the contrast

of dynamic happy and dynamic speech displays revealed significant correlations between

right IOG and bilateral middle temporal gyri, bilateral superior temporal gyri, and right

middle frontal gyrus (see Table 3.2 F).

3.3.1.2 Superior temporal sulci

Next a seed voxel was placed in the left dorsal pathway, in the left STS (-52 -54 12;

see Table 3.3). When all dynamic and static faces were compared, the left STS showed

significant correlations with bilateral middle occipital gyri and IOG, right middle frontal

gyrus, right STS, left precentral gyrus and left superior frontal gyrus (see Figure 3.3.1 (b)

and Table 3.3 A). The contrast of dynamic angry and static angry expressions revealed

significant correlations between the left STS and bilateral IOG, and middle occipital gyri,

left postcentral gyrus, and amygdala, as well as right precentral gyrus and right STS

(see Figure 3.3.2 (a) and Table 3.3 B). The comparison of dynamic and static displays of

happiness revealed significant correlations between left STS and bilateral middle occipital

gyri, left IOG, along with right middle frontal gyrus and right middle temporal gyrus

(see Figure 3.3.2 (b) and Table 3.3 C). The contrast of dynamic and static displays of

speech revealed significant correlations between left STS and bilateral lingual gyri and

middle occipital gyri, and right STS and middle frontal gyrus (see Figure 3.3.2 (c) and

Table 3.3 D). The contrast of dynamic angry and dynamic speech facial displays revealed

significant correlations between left STS and right postcentral gyrus, left precentral gyrus,

right middle frontal gyrus, left middle temporal gyrus and right insula (see Table 3.3 E).

Finally, the contrast of dynamic happy and dynamic speech displays revealed significant
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correlations between left STS and right postcentral gyrus, left fusiform gyrus, right medial

frontal gyrus and left inferior frontal gyrus (see Table 3.3 F).

A seed voxel was also placed in the right STS (52, -54, 12; see Table 3.4). Again all

dynamic were compared to all static facial expressions, which revealed significant correl-

ations between the right STS and bilateral lingual gyri and precentral gyri, right IOG,

middle temporal gyrus, and superior frontal gyrus, along with left middle occipital gyrus

(see Figure 3.3.1 (b) and Table 3.4 A). The comparison of the dynamic and static angry

expressions revealed significant correlations with the right lingual gyrus, IOG and middle

frontal gyrus, as well as left precentral gyrus and middle occipital gyrus (see Figure 3.3.2

(a) and Table 3.4 B). While the comparison of dynamic and static displays of happiness

revealed significant correlations with the right lingual gyrus and left IOG and precent-

ral gyrus (see Figure 3.3.2 (b) and Table 3.4 C). When the dynamic and static displays

of speech were compared, activation in the right STS was significantly correlated with

activation in bilateral lingual gyri, right middle occipital gyrus and left superior frontal

gyrus (see Figure 3.3.2 (c) and Table 3.4 D). The contrast of dynamic angry and dynamic

speech facial displays revealed significant correlations between right STS and bilateral

IOG, right lingual gyrus and right amygdala (see Table 3.4 E). Finally, the contrast of

dynamic happy and dynamic speech displays revealed significant correlations between

right STS and right postcentral gyrus, right middle occipital gyrus, right middle tem-

poral gyrus, right precentral gyrus and left fusiform gyrus (see Table 3.4 F).

3.3.1.3 Amygdalae

The next seed voxel was placed in the left extended system, in the left amygdala (22 -6

-18; see Table 3.5), and again the regions of covariation under the condition of all dynamic

versus all static facial expressions were examined. This revealed significant correlations

between activation in the left amygdala and bilateral cingulate gyri, left lingual gyrus,

precentral and postcentral gyri, as well as right middle temporal gyrus and middle oc-

cipital gyrus (see Figure 3.3.1 (c) and Table 3.5 A). When dynamic angry and static angry

expressions were contrasted significant correlations were found between the left amygdala

and bilateral lingual gyri, left IOG, and right STS and cingulate gyrus (see Figure 3.3.2

(a) and Table 3.5 B). Significant correlations were found between the left amygdala and
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bilateral superior frontal gyri in response to dynamic happy and static happy expressions

(see Figure 3.3.2 (b) and Table 3.5 C). Dynamic versus static displays of speech revealed

significant correlations between the left amygdala and bilateral superior frontal gyri, left

lingual gyrus and precentral gyrus and also right middle temporal gyrus (see Figure 3.3.2

(c) and Table 3.5 D). The contrast of dynamic angry and dynamic speech facial displays

revealed significant correlations between left amygdala and bilateral medial frontal gyri,

left middle temporal gyrus, left precentral gyrus and right STS (see Table 3.5 E). Finally,

the contrast of dynamic happy and dynamic speech displays revealed significant correl-

ations between left amygdala and right STS, left middle occipital gyrus, right middle

frontal gyrus and left fusiform gyrus (see Table 3.5 F).

A seed voxel was also placed in a region in the right amygdala (20, -6, - 18; see Table 3.6).

The contrast of all dynamic and static faces revealed significant correlations between the

right amygdala and bilateral lingual gyri and precentral gyri, right middle occipital gyrus,

STS, fusiform gyrus, cingulate gyrus, IFG, middle frontal gyrus, and superior frontal gyrus

(see Figure 3.3.1 (c) and Table 3.6 A). Comparing activation in response to dynamic and

static angry facial expressions revealed significant correlations with bilateral middle tem-

poral gyri, right IFG, cingulate gyrus, middle frontal gyrus and left precentral gyrus (see

Figure 3.3.2 (a) and Table 3.6 B). When activation in response to the dynamic and static

facial expressions of happiness was examined a significant correlation between the right

amygdala and the right precentral gyrus only was found (see Figure 3.3.2 (b) Table 3.6

C). When the dynamic and static displays of speech were compared activation in the

right amygdala was significantly correlated with activation in the right middle temporal

gyrus and cingulate gyrus, and left precentral and postcentral gyri (see Figure 3.3.2 (c)

and Table 3.6 D ). The contrast of dynamic angry and dynamic speech facial displays re-

vealed significant correlations between the right amygdala and right middle frontal gyrus,

bilateral precentral gyri, and bilateral middle temporal gyri (see Table 3.6 E). Finally, the

contrast of dynamic happy and dynamic speech displays revealed significant correlations

between the right amygdala and right IFG, right middle frontal gyrus and right middle

temporal gyrus (see Table 3.6 F).
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3.3.1.4 Inferior frontal gyri

Another seed voxel was placed in the extended face perception system, in the left IFG

(-46 18 22; see Table 3.7), and as before all the dynamic and static facial expressions were

compared, revealing significant correlations between the left IFG and left superior frontal

gyrus, precentral gyrus, middle occipital gyrus, STS and middle frontal gyrus, along with

right IFG, middle occipital gyrus and middle temporal gyrus (see Figure 3.3.1 (d) and

Table 3.7 A). The comparison of the dynamic and static angry expressions revealed sig-

nificant correlations between the left IFG and bilateral cingulate gyri, postcentral gyri,

middle temporal gyri and middle frontal gyri, as well as right inferior parietal lobule (see

Figure 3.3.2 (a) and Table 3.7 B). The comparison of the dynamic and static happy ex-

pressions revealed significant correlations between the left the IFG and bilateral middle

occipital gyri and bilateral frontal gyri, left lingual gyrus, left cingulate gyrus, left pre-

central and postcentral gyri, and right fusiform gyrus (see Figure 3.3.2 (b) and Table 3.7

C). The contrast of dynamic and static displays of speech revealed significant correlations

between the left IFG and bilateral middle occipital gyri, right STS, right lingual gyrus

and right precentral gyrus (see Figure 3.3.2 (c) and Table 3.7 D). The contrast of dynamic

angry and dynamic speech facial displays revealed significant correlations between the left

IFG and right insula, left postcentral gyrus and bilateral middle frontal gyri (see Table 3.7

E). Finally, the contrast of dynamic happy and dynamic speech displays revealed signi-

ficant correlations between the left IFG and bilateral middle frontal gyri, left postcentral

gyrus and right fusiform gyrus (see Table 3.7 F).

Finally, a seed voxel was placed in the right IFG (52, 26, 18; see Table 3.8). The contrast of

all dynamic faces relative to static faces showed significant correlations between the right

IFG and right middle occipital gyrus, middle temporal gyrus, fusiform gyrus and middle

frontal gyrus (see Figure 3.3.1 (d) and Table 3.8 A). The comparison of the dynamic

and static angry expressions revealed significant correlations between the right IFG and

the right amygdala, cingulate gyrus and superior frontal gyrus (see Figure 3.3.2 (a) and

Table 3.8 B). While the comparison of the dynamic and static expressions of happiness

revealed a correlation with the right fusiform gyrus only (see Figure 3.3.2 (b) and Table 3.8

C). The comparison of the activation in response to the dynamic and static displays of

speech revealed significant correlations between the right IFG and the right lingual gyrus
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and middle temporal gyrus (see Figure 3.3.2 (c) and Table 3.8 D). The contrast of dynamic

angry and dynamic speech facial displays revealed significant correlations between the

right IFG and bilateral superior frontal gyri, right medial frontal gyrus and right amygdala

(see Table 3.6 E). Finally, the contrast of dynamic happy and dynamic speech displays

revealed significant correlations between the right IFG and bilateral middle frontal gyri

and right fusiform gyrus (see Table 3.6 F).

3.3.2 Physiophysiological interaction results

Physiophysiological interaction analysis (PYPI) was used to examine the effect of interac-

tion between two different brain regions. Firstly the effect of the interaction between the

left IOG and left STS was examined. This interaction revealed significant correlations

with right middle temporal gyrus, right STS, right amygdala and left middle occipital

gyrus (see Table 3.9 A). The interaction between the left STS and left amygdala revealed

significant correlations with right precentral gyrus, right lingual gyrus, right IFG, right

amygdala, left middle occipital gyrus, right STS and right fusiform gyrus (see Table 3.9

B). Finally, the interaction between the left amygdala and left IFG revealed a significant

correlation with left posterior cingulate, left precentral gyrus, and left middle temporal

gyrus (see Table 3.9 C).

The same interactions were examined in the right hemisphere. The interaction between

the right IOG and right STS showed significant correlations with bilateral middle tem-

poral gyri, right middle frontal gyrus, right amygdala and right IFG (see Table 3.10 A).

The interaction between right STS and right amygdala was assessed next, this revealed

significant correlations with right middle temporal gyrus, right middle frontal gyrus, right

postcentral gyrus, right IFG, and right precentral gyrus, along with left middle occipital

gyrus, left IOG, and left fusiform gyrus (see Table 3.10 B). The interaction between right

amygdala and right IFG was also examined and revealed significant correlations with bi-

lateral anterior cingulate, bilateral middle temporal gyri, right posterior cingulate, right

middle occipital gyrus and right STS (see Table 3.10 C).
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(a) Dynamic angry versus static angry facial expressions.

(b) Dynamic happy versus static happy facial expressions

(c) Dynamic speech versus static speech facial displays.

Figure 3.3.2: Connectivity maps for (a) Dynamic angry versus static angry expressions; (b)
Dynamic happy versus static happy facial expressions; (c) Dynamic speech versus static speech
facial displays. Red sections indicate the seed voxels in the PPI analysis shown separately for
left and right hemispheres.
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Table 3.1: Brain regions showing effective connectivity with left IOG under condition of
(A) All dynamic compared to all static expressions; (B) Dynamic angry compared to static
angry expressions; (C) Dynamic happy compared to static happy expressions; (D) Dynamic
speech compared to static speech expressions; (E) Dynamic angry compared to dynamic speech
displays; (F) Dynamic happy compared to dynamic speech displays. Coordinates indicate local
maxima in Talairach space. L = Left; R = Right. Multiple peaks within a cluster are shown on
subsequent lines.

Region Cluster Size (mm) Z score x, y, z
(A) All dynamic versus all static faces

L Superior temporal sulcus (BA 39) 68 4.09 -50, -52, 14
R Middle frontal gyrus (BA 6) 38 3.94 38, 2, 64
L Inferior frontal gyrus (BA 47) 29 3.79 -46, 16, -8
L Middle occipital gyrus (BA 18) 68 3.55 -16, -96, 16
R Superior frontal gyrus (BA 6) 27 3.42 2, 4, 66

R Superior temporal sulcus (BA 22) 24 3.38 54, -44, 12
R Precentral gyrus (BA 6) 10 3.37 50, 2, 50

(B) Dynamic angry versus static angry faces
L Precentral gyrus (BA 6) 41 4.52 -58, 4, 18

L Superior frontal gyrus (BA 6) 107 3.74 0, 0, 70
R Middle temporal gyrus (BA 21) 97 3.75 58, -50 4
L Superior temporal sulcus (BA 39) 143 3.84 -46, -52, 6

L Lingual gyrus (BA 18) 65 3.62 -4, -90, -18
R Middle frontal gyrus (BA 6) 80 3.6 48, 6, 48
L Inferior frontal gyrus (BA 47) 18 3.53 -48, 16, -6

(C) Dynamic happy versus static happy faces
L Middle occipital gyrus (BA 19) 150 3.66 -20, -96, 14

L Fusiform gyrus (BA 37) 11 3.43 -40, -54, -18
R Middle occipital gyrus 13 3.3 18, -100, 14

(D) Dynamic speech versus static speech faces
L Superior temporal sulcus (BA 22) 147 4.43 -56, -38, 10
L Middle temporal gyrus (BA 39) 3.58 -54, 56, 14

L Precentral gyrus (BA 6) 85 4.15 -50, -2, 54
(E) Dynamic angry versus dynamic speech faces

L Middle occipital gyrus (BA 19) 54 4.15 -38 -78 4
L Amygdala 22 3.75 -22 -8 -12

R precentral gyrus (BA 6) 23 3.89 64, -4, 34
L Insula (BA 13) 12 3.49 34, 4, 12
R Insula (BA 13) 10 3.42 -40, 4, 8

(F) Dynamic happy versus dynamic speech faces
L Fusiform (BA 19) 59 4.36 -42, -66, -10

R Inferior frontal gyrus (BA 47) 18 4.27 48, 16, -6
L Middle temporal gyrus (BA 39) 32 4.21 -54, 56, 14
L Middle occipital gyrus (BA 18) 45 3.79 -40, -90, 10

R Fusiform gyrus (BA 37) 34 3.82 40, -54, -16
L Inferior frontal gyrus (BA 47) 17 3.76 -45, 16, -8
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Table 3.2: Brain regions showing effective connectivity with right IOG under condition of (A)
All dynamic compared to all static expressions; (B) Dynamic angry compared to static angry
expressions; (C) Dynamic happy compared to static happy expressions; (D) Dynamic speech
compared to static speech expressions; (E) Dynamic angry compared to dynamic speech
displays; (F) Dynamic happy compared to dynamic speech displays Coordinates indicate
local maxima in Talairach space. L = Left; R = Right. Multiple peaks within a cluster are
shown on subsequent lines.

Region Cluster Size (mm) Z score x, y, z
(A) All dynamic versus static faces

L Superior Temporal Sulcus (BA 22) 11 3.47 -58, -60, 14
L Middle Temporal Gyrus (BA 39) 8 3.40 -54, -70, 14
R Middle Temporal Gyrus (BA 22) 28 3.35 60, -40, 6
R Superior Temporal Sulcus (BA 22) 44 3.28 54, -46, 12

(B) Dynamic angry versus static angry faces
R Superior Frontal Gyrus (BA 6) 12 3.87 4, 2, 70
R Middle Occipital Gyrus (BA 18) 24 3.84 46, -78, -8

R Superior Temporal Sulcus (BA 22) 16 3.82 56, -40, 12
L Superior Parietal Lobule (BA 7) 13 3.5 -30, -62, 50
R Middle Frontal Gyrus (BA 6) 9 3.37 46, 4, 44

(C) Dynamic happy versus static happy faces
R Inferior Frontal Gyrus (BA 44) 26 3.7 52, 16, 10
R Middle Frontal Gyrus (BA 6) 22 3.28 38, 2, 50

(D) Dynamic speech versus static speech faces
R Superior Frontal Gyrus (BA 6) 31 3.43 4, 2, 70

L Superior Temporal Sulcus (BA 22) 28 3.17 -54, -38, 10
(E) Dynamic angry versus dynamic speech faces

R Middle temporal gyrus (BA 39) 62 4.33 48, -56, 6
L Middle occipital gyrus (BA 19) 43 3.91 -52, -76, 2
R Middle occipital gyrus (BA 18) 15 3.59 18, -88, 18
R Middle frontal gyrus (BA 6) 42 3.55 46, 4, 46

R Superior temporal sulcus (BA 38) 33 3.42 28, 10, -28
(F) Dynamic happy versus dynamic speech faces

L Middle temporal gyrus (BA 19) 61 4.16 -44, -62 12
R Superior temporal gyrus (BA 22) 36 3.90 64, -42, 18
R Middle temporal gyrus (BA 21) 19 3.61 62, -54, 8
L Superior temporal gyrus (BA 39) 28 3.57 -46, -50, 10

R Middle frontal gyrus (BA 6) 22 3.51 40, 2, 50
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Table 3.3: Brain regions showing effective connectivity with left STS under condition of (A) All
dynamic compared to all static expressions; (B) Dynamic angry compared to static angry expressions;
(C) Dynamic happy compared to static happy expressions; (D) Dynamic speech compared to static speech
expressions; (E) Dynamic angry compared to dynamic speech displays; (F) Dynamic happy compared to
dynamic speech displays Coordinates indicate local maxima in Talairach space. L = Left; R = Right.
Multiple peaks within a cluster are shown on subsequent lines.

Region Cluster Size (mm) Z score x, y, z
(A) All dynamic versus all static faces

L Middle occipital gyrus (BA 19) 217 4.96 -40, -80, 2
R Middle occipital gyrus (BA 19) 4.90 46, -72, -6
R Inferior occipital gyrus (BA 18) 54 4.68 44, -88, -2
L Inferior occipital gyrus (BA 18) 189 4.30 -50, -78, 0
R Middle frontal gyrus (BA 6) 94 4.27 48, 6, 56

R Superior temporal sulcus (BA 22) 50 3.84 52, -42, 12
L Precentral gyrus (BA 6) 26 3.70 -38, -14, 68

L Superior frontal gyrus (BA 6) 65 3.67 -2, 8, 52
(B) Dynamic angry versus static angry faces

R Precentral gyrus (BA 9) 394 4.4 38, 6, 32
R Inferior occipital gyrus (BA 19) 260 4.34 44, -72, -4
L Inferior occipital gyrus (BA 18) 34 4.02 -46, -80, -10

L Postcentral gyrus (BA 3) 24 3.98 -44, -18, 62
R Middle occipital gyrus (BA 19) 32 3.90 44, -80, 6

L Amygdala (BA 28) 26 3.82 -18, -8, -16
R Superior temporal sulcus (BA 22) 40 3.71 52, -40, 10

L Lingual gyrus (BA 19) 8 3.44 -14, -60, -2
L Middle occipital gyrus (BA 18) 35 3.19 -10, -102, 16

(C) Dynamic happy versus static happy faces
R Middle occipital gyrus (BA 19) 819 5.36 48, -74, -6
L Middle occipital gyrus (BA 19) 211 4.52 -40, -84, 4
R Middle frontal gyrus (BA 6) 40 4.22 48, 4, 56

L Inferior occipital gyrus (BA 18) 41 3.83 -44, -80, -10
R Middle temporal gyrus (BA 21) 17 3.72 50, -42, 12

(D) Dynamic speech versus static speech faces
R Superior temporal sulcus (BA 22) 90 4.17 54, -40, 8

L Lingual gyrus (BA 18) 120 4.07 -6, -86, -6
R Lingual gyrus (BA 17) 87 4.06 6, -90, 2

R Middle frontal gyrus (BA 6) 34 4.06 40, 2, 64
R Middle occipital gyrus (BA 18) 16 3.50 -44, -78, -12
L Middle occipital gyrus (BA 18) 36 3.38 -16, -102, 16

(E) Dynamic angry versus dynamic speech faces
R postcentral gyrus (BA 2) 34 4.13 52, -18, 30
L precentral gyrus (BA 6) 29 4.10 -22, -18, 52

R Middle frontal gyrus (BA 11) 36 4.02 24, 36, -8
L Middle temporal gyrus (BA 21) 45 3.97 -58, -58, 4

R Insula (BA 13) 19 3.83 44, -18, 24
(F) Dynamic happy versus dynamic speech faces

R Postcentral gyrus (BA 1) 47 4.10 66, -22, 34
L Fusiform gyrus (BA 37) 32 3.89 -46, -48, -14

R Medial frontal gyrus (BA 6) 29 3.81 2, -24, 70
L Inferior frontal gyrus (BA 47) 17 3.75 44, 20, -14
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Table 3.4: Brain regions showing effective connectivity with right STS under condition of (A)
All dynamic compared to all static expressions; (B) Dynamic angry compared to static angry
expressions; (C) Dynamic happy compared to static happy expressions; (D) Dynamic speech
compared to static speech expressions; (E) Dynamic angry compared to dynamic speech
displays; (F) Dynamic happy compared to dynamic speech displays Coordinates indicate
local maxima in Talairach space. L = Left; R = Right. Multiple peaks within a cluster are
shown on subsequent lines.

Region Cluster Size (mm) Z score x, y, z
(A) All dynamic versus all static faces

R Lingual gyrus (BA 17) 380 4.74 12, -90, 2
L Lingual gyrus (BA 18) 4.73 -2, -88, -8

R Inferior occipital gyrus (BA 19) 129 4.1 50, -80, -4
R Superior frontal gyrus (BA 6) 31 3.75 6, 14, 50

R Precentral gyrus (BA 6) 77 3.7 50, 2, 50
L Middle occipital gyrus (BA 19) 22 3.65 -48, -78, -4

L Precentral gyrus (BA 6) 46 3.59 -30, -16, 72
R Middle temporal gyrus (BA 22) 107 3.26 50, -40, 6

(B) Dynamic angry versus static angry faces
R Lingual gyrus (BA 17) 211 5.31 6, -92, -2

R Middle frontal gyrus (BA 6) 94 4.02 46, 6, 44
L Precentral gyrus (BA 6) 126 3.96 -42, -12, 64

R Inferior occipital gyrus (BA 17) 34 3.82 52, -80, -4
L Middle occipital gyrus (BA 19) 13 3.57 -46, -74, 6

(C) Dynamic happy versus static happy faces
R Lingual gyrus (BA 17) 311 4.9 8, -88, 4

L Inferior occipital gyrus (BA 18) 28 3.87 -50, -78, 0
L Precentral gyrus (BA 6) 11 3.39 -38, -6, 60

(D) Dynamic speech versus static speech faces
R Lingual gyrus (BA 17) 565 3.95 14, -92, 2
L Lingual gyrus (BA 17) 3.73 -6, -88, -6

L Superior frontal gyrus (BA 6) 15 3.65 -2, 0, 64
R Middle occipital gyrus (BA 18) 54 3.48 22, -98, 22

(E) Dynamic angry versus dynamic speech faces
R Inferior occipital gyrus (BA 18) 48 4.09 50, -84, -12

R Lingual gyrus (BA19) 37 4.02 28, -70, -2
L Inferior occipital gyrus (BA 18) 31 3.98 48, -82, -10

R Amygdala 10 3.71 22, -8, -16
L Inferior frontal gyrus (BA 47) 18 3.64 -32, 26, -10

(F) Dynamic happy versus dynamic speech faces
R Postcentral gyrus (BA 5) 36 4.05 40, -48, 66

R Middle occipital gyrus (BA 19) 42 4.01 38, -80, 6
R Middle temporal gyrus (BA 39) 27 3.98 38, -74, 16

R Precentral gyrus (BA 6) 24 3.87 48, 0, 36
L Fusiform gyrus (BA 37) 19 3.73 -42, –50, -10
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Table 3.5: Brain regions showing effective connectivity with the left amygdala under condition
of (A) All dynamic compared to all static expressions; (B) Dynamic angry compared to static
angry expressions; (C) Dynamic happy compared to static happy expressions; (D) Dynamic
speech compared to static speech expressions; (E) Dynamic angry compared to dynamic
speech displays; (F) Dynamic happy compared to dynamic speech displays Coordinates
indicate local maxima in Talairach space. L = Left; R = Right. Multiple peaks within a cluster
are shown on subsequent lines.

Region Cluster Size (mm) Z score x, y, z
(A) All dynamic versus all static faces

L Lingual gyrus (BA 17) 114 3.64 -26, -68, 4
L Precentral gyrus (BA 6) 67 3.12 -40, -12, 66

R Middle temporal gyrus (BA 22) 326 3.02 50, -46, 2
R Middle occipital gyrus (BA 19) 65 2.97 30, -88, 12

L Postcentral gyrus (BA 3) 27 2.61 -40, -28, 58
L Cingulate gyrus (BA 15) 15 2.61 -2, -20, 26
R Cingulate gyrus (BA 23) 16 2.59 8, -32, 26

R Inferior frontal gyrus (BA 9) 21 2.59 54, 16, 24
(B) Dynamic angry versus static angry faces

L Inferior occipital gyrus (BA 18) 28 3.92 -46, -82, -2
R Lingual gyrus (BA 19) 9 3.78 26, -60, -2

R Superior temporal sulcus (BA 22) 27 3.60 60, -42, 12
R Cingulate gyrus (BA 23) 8 3.32 6, -30, 26
L Lingual gyrus (BA 17) 35 3.15 -6, -74, 0

(C) Dynamic happy versus static happy faces
L Superior frontal gyrus (BA 6) 17 2.55 -10, 10, 72
R Superior frontal gyrus (BA 6) 10 2.48 12, 4, 68

(D) Dynamic speech versus static speech faces
L Superior frontal gyrus (BA 6) 10 4.02 -4, -4, 66
R Superior frontal gyrus (BA 6) 42 3.94 6, 14, 54

L Lingual gyrus (BA 17) 413 3.54 -6, -64, 4
L Precentral gyrus (BA 14) 14 3.42 -50, -12, 58

R Middle temporal gyrus (BA 39) 12 3.41 46, -70, 10
(E) Dynamic angry versus dynamic speech faces

L Medial frontal gyrus (BA 6) 91 4.34 -6, 4, 50
R Medial frontal gyrus (BA 6) 28 3.78 12, 8, 50

L Middle temporal gyrus (BA 39) 19 3.62 -44, -70, 10
L Precentral gyrus (BA 4) 23 3.56 -34, -24, 54

R Superior temporal sulcus (BA 22) 26 3.51 64, -42, 18
(F) Dynamic happy versus dynamic speech faces

R Superior temporal sulcus (BA 22) 48 4.12 56, -43, 10
L Middle occipital gyrus (BA 18) 32 3.97 -14, -98, 16
R Middle frontal gyrus (BA 6) 25 3.78 40, -2, 46

L Fusiform gyrus (BA 37) 22 3.69 -40, -60, -14
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Table 3.6: Brain regions showing effective connectivity with the right amygdala under con-
dition of (A) All dynamic compared to all static expressions; (B) Dynamic angry compared
to static angry expressions; (C) Dynamic happy compared to static happy expressions; (D)
Dynamic speech compared to static speech expressions; (E) Dynamic angry compared to
dynamic speech displays; (F) Dynamic happy compared to dynamic speech displays Co-
ordinates indicate local maxima in Talairach space. L = Left; R = Right. Multiple peaks within
a cluster are shown on subsequent lines.

Region Cluster Size (mm) Z score x, y, z
(A) All dynamic versus all static faces

R Superior temporal sulcus (BA 22) 442 4.03 58, -44, 12
R Superior frontal gyrus (BA 6) 106 3.92 4, 12, 48

R Lingual gyrus (BA 18) 425 3.8 8, -72, 4
R Middle occipital gyrus (BA 18) 3.66 10, -90, 12
R Middle frontal gyrus (BA 46) 78 3.76 46, 18, 22

R Fusiform gyrus (BA 19) 23 3.74 22, -60, -10
R Inferior frontal gyrus (BA 44) 17 3.63 62, 8, 18

L Lingual gyrus (BA 18) 26 3.62 -2, -88, -10
R Cingulate gyrus (BA 30) 7 3.54 12, -66, 8
R Precentral gyrus (BA 6) 7 3.42 54, -2, 42
L Precentral gyrus (BA 6) 15 3.41 -40, -8, 58

(B) Dynamic angry versus static angry faces
R Inferior frontal gyrus (BA 44) 52 4.06 60, 10, 14

R Cingulate gyrus (BA 23) 17 3.98 10, -28, 28
R Inferior frontal gyrus (BA 46) 67 3.94 54, 32, 10
R Middle temporal gyrus (BA 22) 97 3.8 62, -38, 8
L Middle temporal gyrus (BA 39) 7 3.61 -56, -70, 10
R Middle frontal gyrus (BA 6) 23 3.5 28, -8, 58
L Precentral gyrus (BA 6) 7 3.38 -56, 0, 26

(C) Dynamic happy versus static happy faces
R Precentral gyrus (BA 6) 21 3.71 49, 0, 52

(D) Dynamic speech versus static speech faces
R Cingulate gyrus (BA 23) 33 4.24 4, -10, 26

R Middle temporal gyrus (BA 22) 66 3.65 58, -44, 4
L Postcentral gyrus (BA 1) 19 3.58 -52, -24, 56
L Precentral gyrus (BA 6) 20 3.53 -50, 2, 54

(E) Dynamic angry versus dynamic speech faces
R Middle frontal gyrus (BA 6) 43 3.93 34, 0, 46
L Precentral gyrus (BA 4) 22 3.73 -26, -24, 54
R Precentral gyrus (BA 6) 19 3.58 50, -2, 40

R Middle temporal gyrus (BA 37) 16 3.56 56, -64, 8
L Middle temporal gyrus (BA 37) 21 3.49 -42, -66, 6

(F) Dynamic happy versus dynamic speech faces
R Inferior frontal gyrus (BA 46) 57 4.09 50, 36, 8
R Middle frontal gyrus (BA 10) 28 3.72 34, 52, 0

R Middle temporal gyrus (BA 37) 21 3.64 54, -66, 4
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Table 3.7: Brain regions showing effective connectivity with the region in left inferior frontal gyrus
under condition of (A) All dynamic compared to all static expressions; (B) Dynamic angry compared to
static angry expressions; (C) Dynamic happy compared to static happy expressions; (D) Dynamic speech
compared to static speech expressions; (E) Dynamic angry compared to dynamic speech displays; (F)
Dynamic happy compared to dynamic speech displays Coordinates indicate local maxima in Talairach
space. L = Left; R = Right. Multiple peaks within a cluster are shown on subsequent lines.

Region Cluster Size (mm) Z score x, y, z

(A) All dynamic versus all static faces

L Superior frontal gyrus (BA6) 122 3.56 0, 6, 54

R Inferior frontal gyrus (BA 9) 106 3.47 46, 6. 28

R Middle occipital gyrus (BA 19) 172 3.40 52, -68, 8

R Middle temporal gyrus (BA 19) 2.72 50, -78, 14

L Precentral gyrus (BA 6) 49 3.22 -38, -10, 66

L Middle occipital gyrus (BA 19) 48 3.17 -44, -86, 6

L Superior temporal sulcus (BA 39) 26 3.14 -52, -52,10

L Middle frontal gyrus (BA11) 17 3.09 -30, 42, -10

(B) Dynamic angry versus static angry faces

R Inferior parietal lobule (BA 40) 170 3.38 46, -44, 56

R Postcentral gyrus (BA 2) 3.33 48, -36, 62

L Cingulate gyrus (BA23) 45 3.13 -4, -24, 30

R Cingulate gyrus (BA 23) 34 3.12 4, -28, -26

L Postcentral gyrus (BA5) 101 3.05 -36, -46, 58

R Middle frontal gyrus (BA 6) 14 2.97 32, 0, 64

R Middle temporal gyrus (BA 39) 63 2.93 50, -66, 10

L Middle temporal gyrus (BA 19) 47 2.92 -58, -64, 14

L Middle frontal gyrus (BA 10) 18 2.80 -28, 42, 26

(C) Dynamic happy versus static happy faces

L Lingual gyrus (BA 17) 413 4.00 0, -86, 6

R Superior frontal gyrus (BA 9) 50 3.52 28, 40, 30

L Middle occipital gyrus (BA 19) 9 3.47 -42, -84, 10

R Middle occipital gyrus (BA 19) 39 3.23 42, -84, 6

R Middle frontal gyrus (BA 6) 15 3.09 48, 8, 44

L Middle frontal gyrus (BA9) 22 3.06 -28, 42, 36

R Fusiform gyrus (BA 37) 46 3.03 42, -52, -18

L Cingulate gyrus (BA30) 17 3.02 -22, -66, 8

L Precentral gyrus (BA 6) 59 2.98 -32, -8, 70

L Postcentral gyrus (BA 40) 18 2.67 -42, -32, 54

(D) Dynamic speech versus static speech faces

R Superior temporal sulcus (BA 38) 15 3.76 54, 12, -14

R Lingual gyrus (BA 18) 789 3.58 14, -100, -4

L Middle occipital gyrus (BA19) 33 2.98 -46, -84, 0

R Precentral gyrus (BA 6) 16 2.95 32, -10, 72

R Middle occipital gyrus (BA 19) 28 2.86 50, -78, 6

(E) Dynamic angry versus dynamic speech faces

R Insula (BA 13) 15 4.23 40, 18, 4

L Postcentral gyrus (BA 2) 23 4.14 -48, -24, 28

L Middle frontal gyrus (BA 6) 19 4.08 -28, -8, 62

R Middle frontal gyrus (BA 46) 17 3.98 46, 40, 22

(F) Dynamic happy versus dynamic speech faces

R Middle frontal gyrus (BA 10) 24 4.08 36, 42, 20

L Middle frontal gyrus (BA 6) 21 3.97 -20, 6, 50

L Postcentral gyrus (BA 2) 27 3.86 -48, -18, 26

R Fusiform gyrus (BA 37) 16 3.74 36, -42, -8
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Table 3.8: Brain regions showing effective connectivity with the region in right inferior
frontal gyrus under condition of (A) All dynamic compared to all static expressions; (B)
Dynamic angry compared to static angry expressions; (C) Dynamic happy compared to
static happy expressions; (D) Dynamic speech compared to static speech expressions; (E)
Dynamic angry compared to dynamic speech displays; (F) Dynamic happy compared to
dynamic speech displays Coordinates indicate local maxima in Talairach space. L = Left; R
= Right. Multiple peaks within a cluster are shown on subsequent lines.

Region Cluster Size (mm) Z score x, y, z
(A) All dynamic versus all static faces

R Middle frontal gyrus (BA 6) 122 3.56 44, 0, 60
R Middle occipital gyrus (BA 19) 172 3.4 52, -68, 8
R Middle temporal gyrus (BA 19) 2.72 50, -78, 14

R Fusiform gyrus (BA 37) 41 3.23 44, -56, -18
L Precentral gyrus (BA 6) 49 3.22 -38, -10, 68

R Middle temporal gyrus (BA 22) 28 3.19 58, -40, 6
L Middle occipital gyrus (BA 19) 48 3.17 -44, -86, 6
L Superior frontal gyrus (BA 6) 122 2.59 0, 6, 54

L Superior temporal sulcus (BA 39) 10 2.53 -52, -52, 10
(B) Dynamic angry versus static angry faces

L Superior temporal sulcus (BA 38) 15 3.85 -42, 18, -30
L Postcentral gyrus (BA 5) 9 3.66 -24, -40, 64

R Amygdala 11 3.59 18, -2, -18
L Superior frontal gyrus (BA 6) 16 3.51 -4, -6, 64

R Cingulate gyrus (BA 30) 29 3.45 6, -52, 16
L Insula (BA 13) 12 3.49 -40, 0 16

R Superior frontal gyrus (BA 6) 12 3.43 12, 0, 66
(C) Dynamic happy versus static happy faces

L Lingual gyrus (BA 18) 170 3.38 -26, -72, -8
L Precentral gyrus (BA 4) 24 2.91 -40, -20, 58

L Superior frontal gyrus (BA 6) 38 2.83 0, -2, 66
R Fusiform gyrus (BA 37) 34 2.76 26, -60, -8

L Inferior frontal gyrus (BA 47) 8 2.59 -46, 22, -14
L Middle occipital gyrus (BA 18) 15 2.59 -42, -90, 14

(D) Dynamic speech versus static speech faces
R Lingual gyrus (BA18) 135 4.37 10, -96, -8
L Lingual gyrus (BA 18) 4.02 -6, -90, -10

R Middle temporal gyrus (BA 22) 59 3.84 62, -40, 4
L Superior temporal sulcus (BA 22) 16 3.72 -60, -38, 12
L Inferior occipital gyrus (BA 19) 13 3.22 -48, -78, -4

(E) Dynamic angry versus dynamic speech faces
R Superior frontal gyrus (BA 10) 23 4.12 16, 52, 18
R Medial frontal gyrus (BA 10) 19 4.04 10, 56, 8

R Amygdala 10 3.67 20, -4, -18
L Superior frontal gyrus (BA 6) 14 3.60 -10, -12, 64

(F) Dynamic happy versus dynamic speech faces
R Middle frontal gyrus (BA 6) 15 3.98 44, 0, 60

R fusiform gyrus (BA 19) 19 3.86 26, -60, -6
L Middle frontal gyrus (BA 6) 22 3.74 -42, 2 58
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Table 3.9: Physiophysiological interaction results in the left hemisphere.

Region Cluster Size (mm) Z score x, y, z
(A) PYPI between left inferior occipital gyrus and left superior temporal sulcus
R Middle temporal gyrus (BA 37) 473 4.66 58, -62, -2
R Superior temporal sulcus (BA 38) 15 3.85 38, 8, -30

R Amygdala (BA ) 14 3.75 18, -2, -18
L Middle occipital gyrus (BA 19) 26 3.61 -42, -76, 4

(B) PYPI between left superior temporal sulcus and left amygdala
R Precentral gyrus (BA 6) 56 3.23 36, -8, 66
R Lingual gyrus (BA 18) 20 3.09 20, -80, -4

R Inferior frontal gyrus (BA 47) 27 3.03 50, 30, -8
R Amygdala 18 3.03 20, -2, -20

L Middle occipital gyrus (BA 18) 26 2.92 -44, -84, 2
R Superior temporal sulcus (BA 38) 10 2.62 36, 18, -34

R Fusiform gyrus (BA 37) 10 2.61 38, -46, -16
(C) PYPI between left amygdala and left inferior frontal gyrus

L Cingulate gyrus (BA 29) 27 4.58 -2, -46, 10
L Precentral gyrus (BA 4) 6 3.66 -46, -14, 48

L Middle temporal gyrus (BA 21) 20 3.49 -60, -38, 2

Table 3.10: Physiophysiological interaction results in the right hemisphere.

Region Cluster Size (mm) Z score x, y, z
(A) PYPI between right inferior occipital gyrus and right superior temporal sulcus
R Middle frontal gyrus (BA 46) 115 3.92 44, 34, 18

R Middle temporal gyrus (BA 37) 32 3.89 46, -66, 6
L Middle temporal gyrus (BA 39) 72 3.84 -50, -68, 12

R Amygdala 15 3.59 20, -2, -20
R Inferior frontal gyrus (BA 44) 17 3.45 50, 16, 10

(B) PYPI between right superior temporal sulcus and right amygdala
L Middle occipital gyrus (BA 19) 27 3.55 -32, -96, 20

L Fusiform gyrus (BA 20) 57 3.27 -42, -2 -24
R Middle temporal gyrus (BA 21) 37 3.19 50, -44, 6
R Middle frontal gyrus (BA 46) 65 3.14 56, 34, 14
L Inferior occipital gyrus (BA 18) 45 3.10 -42, -82, -2

R Postcentral gyrus (BA 1) 18 3.09 66, -22, 42
R Inferior frontal gyrus (BA 47) 17 3.03 48, 30, -12

(C) PYPI between right amygdala and right inferior frontal gyrus
R Anterior Cingulate gyrus (BA 33) 10 4.08 8, 22, 16
L Anterior Cingulate gyrus (BA 32) 19 3.80 -22, 28, 20
L Middle temporal gyrus (BA 21) 10 3.50 -60, -46, 8
R Middle occipital gyrus (BA 19) 11 3.40 36, -82, 16
R Middle temporal gyrus (BA 21) 12 3.31 44, -36, 0
R Superior temporal sulcus (BA 22) 9 3.16 46, -36, 6
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3.4 Discussion

Having previously defined the regional brain activation patterns mediating dynamic face

perception in chapter 2, the objective of this study was to examine the associations

between these brain regions. To this end, PPI connectivity analysis was used to examine

the covariance of changes in activity between different brain regions within the previously

defined dynamic face perception network. PPI analysis confirmed the hypothesis that

brain activation in early visual regions, such as IOG, would be correlated with regions in

the dorsal pathway, such as the STSi, when viewing dynamic face stimuli. Furthermore,

it was predicted that activation in STS would be correlated with regions in the exten-

ded network such as the amygdala and IFG when viewing dynamic facial expressions of

emotion. This was also confirmed through PPI analysis.

3.4.1 Dynamic versus static faces

During the perception of all dynamic stimuli, activation in the region in right IOG was

correlated with activation in bilateral MTG and STS. Similarly activation in the region in

left IOG was also correlated with bilateral STS. Based on Haxby et al.’s (2000) model this

is part of the core system where early visual and motion processing takes place, and the

STS is involved in processing facial motion (see chapter 2). This supports previous studies

that have shown increases in MTG and STS activations in response to facial motion (Sato

et al., 2004; Schultz and Pilz, 2009) and further extends them by providing evidence of

effective connectivity between IOG and the dorsal MTG and STS regions when processing

dynamic face stimuli. When the effective connectivity with the STS was examined it was

also found to covary with IOG activation, thus implying reciprocal connections between

these two regions. Fairhall and Ishai (2007) however, found that emotional and famous

faces significantly modulated the coupling between IOG and FG in the ventral pathway,

but not between IOG and STS when static faces were processed. This suggests that the

coupling between IOG and STS observed in the present study is as a result of the specific

facial motion properties of the stimuli.

Activation in the left IOG was also correlated with regions in prefrontal cortex, including

left IFG, right middle frontal gyrus and superior frontal gyrus. This may reflect top-

down processing where these regions in prefrontal cortex modulate visual attention to the
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dynamic face stimuli (Mechelli et al., 2004; Summerfield et al., 2006). PPI analysis does

not provide information on the direction of these connections thus it is also possible that

this correlation could be due to bottom-up processing from IOG to prefrontal cortex, or

potentially a combination of top-down and bottom up processing. Recently, Pitcher et al.

(2011b) have shown that IOG, or the occipital face area as it is commonly referred to,

is an essential component of the face perception network. These findings extend Haxby

et al.’s model, which proposes connections from IOG to STS and FG, to include effective

connectivity between IOG and prefrontal cortex during dynamic face processing.

STS activation in both hemispheres was correlated with activation in early visual regions

such as the lingual gyrus, middle occipital gyrus and middle temporal gyrus (MT/V5).

Similarly, a recent meta-analysis by Fusar-Poli et al. (2009) reports lingual gyrus and

middle occipital gyrus activation in response to face stimuli, independent of emotional

valence. Nummenmaa et al. (2009) also found significant correlations between STS ac-

tivation and area MT when viewing eye gaze shifts, supporting the contention that these

regions are involved in processing the changeable aspects of the face (Haxby et al., 2000).

In addition, STS activity covaried with frontal regions, including superior frontal gyrus

and precentral gyrus. This is consistent with Hein and Knight (2008)’s proposal that a

covaration between STS and premotor activity facilitates motion processing.

Activation in the amygdala was correlated with early visual regions, lingual gyri, right

middle occipital gyrus, MTG, the STS in the dorsal pathway, as well as the fusiform

gyrus in the ventral pathway. This correlation between amygdala and fusiform gyrus

activity is consistent with previous research which proposes direct feedback signals from

the amygdala to the fusiform gyrus during the processing of emotional faces (Vuilleumier

and Pourtois, 2007). The amygdala was also correlated with the cingulate gyri, precent-

ral gyri and frontal regions including right IFG, middle frontal gyrus and superior frontal

gyrus. This correlation between amygdala and frontal regions is consistent with (Adolphs,

2002b) theory of emotion recognition, where the amygdala and the mirror neuron system

work together to link perceptual representations of the face to the generation of knowledge

about the particular emotion signalled. Similarly, activation in the IFG was correlated

with visual regions including middle occipital gyri, middle temporal gyri, STS, and fusi-

form gyrus as well as frontal regions including middle frontal gyrus, superior frontal gyrus

125



and precentral gyrus. The effective connectivity observed here between IFG and early

visual regions may be as a result of top down modulatory processes on visual processing

(Mechelli et al., 2004; Summerfield et al., 2006).

3.4.2 Dynamic facial expressions of anger

In the previous chapter the perception of dynamic angry relative to static angry expres-

sions was associated with significant increases in activation in regions of the core face

perception system including middle occipital gyri, middle temporal gyri and STS, along

with the amygdala and insula, in the extended system (see subsection 2.3.1). The per-

sistence of activation in the amygdala and insula during the contrast of dynamic angry

expressions with dynamic speech displays suggests that these regions are specifically in-

volved in processing dynamic angry facial expressions, whereas regions of occipital and

temporal gyri are involved in more general motion processing. Based on these results it

was expected that activation in IOG would be correlated with regions in the dorsal path-

way of the core face perception system such as MTG and STS during the perception of

dynamic angry expressions. It was also predicted that STS and amygdala activation would

be correlated, during the processing of dynamic angry facial expressions. It was further

hypothesised that activation in the amygdala would be correlated with the insula, based

on anatomical connections between these regions (Phelps et al., 2001; subsection 2.4.2),

to facilitate emotional processing of the dynamic angry face stimuli.

As predicted, activation in IOG was correlated with activation in middle occipital gyrus,

middle temporal gyrus and the STS. Interestingly, IOG activation was also correlated with

a number of frontal regions including inferior, middle and superior frontal gyri, along with

the superior parietal lobule and precentral gyrus. This is similar to the results described

in the previous section for all dynamic faces and is again consistent with the view that

IOG is an important structure in the face perception network, which may be involved

in multiple stages of face processing rather than just the early structural encoding stage

(Atkinson and Adolphs, 2011).

Furthermore a recent DCM study by Dima et al. (2011) found that facial affect, particu-

larly facial expressions of anger, significantly modulated the effective connectivity between

IOG and a region of ventral prefrontal cortex in the vicinity of the inferior frontal gyrus.
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The authors therefore propose that the functional coupling between visual cortical and

prefrontal regions may be important in facilitating facial affect processing. In addition,

activation in IOG was correlated with activation in the amygdala and insula for the direct

contrast of dynamic angry and dynamic speech displays, which again supports the no-

tion that these structures are specifically involved in processing the affective information

within dynamic angry expressions.

STS was reciprocally connected with IOG, thereby linking early stimulus perception in

visual regions to the STS in the dorsal pathway for motion processing (Decety and Grèzes,

1999). The STS feeds back into regions such as the middle occipital and lingual gyri,

which are involved in visual processing, but also connects to regions of the extended

system including the amygdala, insula, middle frontal gyri, precentral and postcentral

gyri. While the STS is consistently implicated in social perception (Allison et al., 2000),

in chapter 2 it was shown that the STS was sensitive to the motion properties of the

stimuli not the specific affect. Thus, it may be that the STS facilitates social perception

of different facial expressions by acting as a relay centre between regions involved in early

visual perceptual processing and emotional processing such as the amygdala (Hein and

Knight, 2008).

Similar to the STS, activation in the amygdala was also correlated with visual regions

including the lingual gyrus, IOG, as well as MTG and STS in the dorsal pathway. The

amygdala was also effectively connected with frontal regions such as IFG, middle frontal

gyri, precentral gyri and the cingulate gyrus during the perception of dynamic angry facial

expressions. The IFG and amygdala are reciprocally connected, and both are effectively

connected to the right cingulate, hence these structures may work together to process

the emotional content of the dynamic angry facial expressions. IFG was also effectively

connected with frontal regions such as the postcentral and superior frontal gyri which

are believed to form part of the mirror neuron system (Montgomery and Haxby, 2008).

Interestingly, IFG showed significant correlations with activity in the insula during the

perception of dynamic angry expressions, but the amygdala was not effectively connected

to the insula. This is contrary to our hypothesis that amygdala and insula activation

would be correlated. Possibly the IFG mediates the interaction between the amygdala

and the insula during the processing of dynamic angry facial expressions.
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3.4.3 Dynamic facial expressions of happiness

In chapter 2 the perception of dynamic happy expressions was associated with increased

activation in the core system in middle occipital gyri, MTG and STS. In addition, in-

creased activation was also found in a ventral region in the fusiform gyrus, which showed

significantly greater activation specifically in response to dynamic happy expressions

relative to both, static happy facial expressions and dynamic displays of speech (see

subsection 2.3.1). Based on these results it was predicted that activation in IOG would

once again be correlated with regions in the dorsal pathway of the core face perception

system such as MTG and STS during the perception of dynamic happy facial expressions.

It was also predicted that IOG activation would be correlated with ventral regions in

the fusiform gyrus when processing dynamic happy expressions based on the significant

fusiform activation reported in chapter 2.

As predicted, IOG activation was correlated with regions of the core system including

middle occipital gyri, MTG and STS, as well as with the fusiform gyrus, which is con-

sistent with our findings from chapter 2. Additionally, IOG activation was also correlated

with regions in prefrontal cortex, including middle frontal and IFG. This provides fur-

ther support for the theory that the coupling between IOG and ventral prefrontal cortex

facilitates emotional face processing (Dima et al., 2011), for both positive and negative

affects.

Activation in STS was correlated with IOG activation and other visual regions, including

the lingual gyrus, middle occipital gyrus and MTG. Activation in STS was also correl-

ated with frontal regions, including middle frontal gyrus and precentral gyrus. Again

the STS may act as a relay centre between early visual regions and regions in prefrontal

cortex involved in action observation and interpretation (Montgomery and Haxby, 2008).

Notably, in contrast to the perception of dynamic angry expressions the STS was not

correlated with amygdala activation during the perception of dynamic happy facial ex-

pressions. However, activation in the STS was correlated with activation in the fusiform

gyrus during the processing of dynamic happy facial expressions relative to dynamic dis-

plays of speech. Correlations between STS and fusiform activation have previously been

reported during resting state studies (Zhang et al., 2009; Turk-Browne et al., 2010). How-

ever, the results here revealed changes based on experimental modulation, where STS and
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fusiform activations were only correlated during the processing of dynamic happy facial

expressions.

Interestingly, activation in the amygdala was also correlated with activation in the fusiform

gyrus for the contrast of dynamic happy expressions with dynamic speech facial displays,

as well as with dorsal regions of the core system including MTG and STS. In addition

amygdala activation was correlated with frontal regions, including IFG, middle frontal

gyrus, precentral gyrus and bilateral superior frontal gyri. The connectivity between

amygdala and fusiform gyrus described here is in accordance with previous studies that

have shown increased activation in the fusiform gyrus to emotional face stimuli as a result

of feedback from the amygdala (Vuilleumier et al., 2001; Vuilleumier and Pourtois, 2007).

Activation in the IFG was correlated with frontal regions including middle frontal gyrus,

superior frontal gyrus, precentral and postcentral gyri, all regions involved in the mirror

neuron system (Montgomery and Haxby, 2008). IFG activation was also correlated with

visual regions including the middle occipital gyrus and lingual gyrus. In addition, activa-

tion in the right IFG was correlated with activation in the right fusiform gyrus, whereas

in the case of dynamic angry expressions the right IFG was reciprocally connected to the

amygdala. It would therefore appear in this network that the fusiform gyrus and IFG

are involved in processing dynamic happy facial expressions to a greater extent than the

amygdala. Dima et al. (2011) also report significant coupling between the fusiform gyrus

and IFG in the processing of static facial expressions of emotion. However, they only used

examples of negative facial affect. The results of the present connectivity analysis show

that the coupling between the fusiform gyrus and IFG may facilitate the processing of

dynamic facial expressions of happiness.

3.4.4 Dynamic speech versus static speech facial displays

Dynamic displays of speech were previously associated with increased activation in the

core face perception system including middle occipital gyri, middle temporal gyri and STS,

along with regions of the extended system including left IFG, bilateral middle frontal

gyri and right precentral gyrus (see subsection 2.3.1). Based on these results effective

connectivity was predicted between IOG and dorsal regions of the core face perception

system, including MTG and STS during the perception of dynamic speech facial displays.
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It was further hypothesised that activation in STS would be correlated with regions of

prefrontal cortex around brodmann area 6, including precentral gyrus, which is known to

be involved in speech processing.

As expected, activation in IOG was correlated with activation in MTG and STS, as well

as with superior frontal gyrus and precentral gyrus activation. In contrast to the dynamic

angry and happy conditions, IOG activation was not correlated with IFG activation during

the perception of dynamic speech stimuli. Activation in the STS was again correlated with

visual and frontal regions including lingual gyri, middle occipital gyri, middle frontal and

superior frontal gyri. Surprisingly, activation in the STS was not correlated with the

MTG, whereas activation in the amygdala was correlated with the right MTG. Amygdala

activation was also correlated with activation in the lingual gyrus, the right posterior

cingulate gyrus, precentral and postcentral gyri. While activation in the IFG correlated

with visual regions only, including lingual gyri, middle occipital gyrus, MTG, and STS.

An important difference between this network and both of the affective networks is the lack

of effective connectivity between the IOG and IFG and vice versa, during the perception

of dynamic speech displays, which do not contain any affective components. This lends

further support to the proposal that the effective connectivity between the IOG and IFG

facilitates affective processing from facial expressions of emotion (Dima et al., 2011).

Processing of dynamic speech displays may rely more on connections between the IOG

and precentral gyrus. Also the amygdala showed effective connectivity with precentral

and postcentral gyri. This is consistent with literature on speech perception showing the

involvement of premotor cortex in the perception of speech (Campbell et al., 2001).

3.4.5 Physiophysiological interactions

Physiophysiological interaction analysis measures how activity in one brain region is mod-

ulated by the physiological interaction between two other brain regions (Friston et al.,

1997). The physiophysiological interaction between the right IOG and right STS was

examined first, showing significant correlations with bilateral MTG, right middle frontal

gyrus, right amygdala and right IFG. This is consistent with Haxby et al. (2000)’s dis-

tributed face perception network, which proposes that regions of the core visual system

and the extended system are recruited to process faces. In this case activation in IOG
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and STS predicts activation in MTG in the core system, which is involved in processing

biological motion, as well as the amygdala, and inferior frontal gyri which are recruited

to process emotion.

It is interesting that IOG and STS activity did not correlate with FG activation, which

is a key component of the face perception network. However, the interaction between the

right STS and right amygdala did correlate with FG activation. Turk-Browne et al. (2010)

report functional connectivity between the FG and STS at rest, however they focused

their analysis on these two regions only and therefore could not assess the connectivity

between the FG, STS and the amygdala. Based on the present results it appears that

the FG, STS and amygdala are functionally connected. Previous studies have reported

modulatory feedback from the amygdala to the fusiform gyrus during emotional face

processing (Vuilleumier and Pourtois, 2007). These results suggest that both the STS and

amygdala may modulate fusiform activity. The interaction between right STS and right

amygdala also revealed significant correlations with visual regions, IOG, middle occipital

gyrus and MTG, as well as frontal regions, including IFG, middle frontal gyrus, postcentral

gyrus, and precentral gyrus. Finally the interaction between right amygdala and right

IFG showed significant correlations again with regions of the core system including middle

occipital gyrus, MTG, and STS, as well as with anterior and posterior cingulate.

In the left hemisphere then, the interaction between the left IOG and left STS showed

significant correlations with right MTG, right STS, right amygdala and left MOG. This

is again consistent with Haxby et al.’s model showing that the IOG and STS interact

with regions in the core system (MTG and MOG), as well as feed forward connections

to the extended system (amygdala) during face processing. The interaction between the

left STS and left amygdala again predicted activation in regions of the core and extended

systems, but predominantly in the right hemisphere, including right lingual gyrus, right

STS and right FG, in the core system, and right precentral gyrus, right IFG and the

right amygdala in the extended system. This interaction between the left STS and left

amygdala only predicted activation in one region in the left hemisphere in the left middle

occipital gyrus. The right hemisphere bias reported here is consistent with numerous

studies showing that face perception is more right lateralised (Clark et al., 1996; Kanwisher

et al., 1997). Interestingly, again STS and amygdala activation predict activation in the
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fusiform gyrus. Finally, the interaction between left amygdala and left IFG revealed

significant correlations with left MTG, left posterior cingulate, and left precentral gyrus.

3.4.6 Summary

In chapter 2 it was shown that broadly similar regions were involved in processing the

different dynamic stimuli, particularly in the core face perception system. Consistent with

this, the measures of effective connectivity defined in the present chapter revealed that

the effective connectivity when viewing dynamic facial stimuli in general was associated

with specific increases in connectivity between early visual regions, such as IOG, and the

STS in the dorsal pathway, which was broadly similar for all of the different dynamic

face stimuli. However, the coupling between regions of the core and the extended system

varied depending on the type of expression that was processed. Similarly, Fairhall and

Ishai (2007) found that the effective connectivity between the core system and regions

of the extended system, such as the amygdala and orbitofrontal cortex, were modulated

by different face stimuli. Furthermore, Zhang et al. (2009) found reliable resting state

functional connectivity within the core face perception system but not in the extended

system.

Processing dynamic facial expressions of anger was associated with increases in effective

connectivity between IOG and STS, and reciprocal connections between STS and the

amygdala, as well as reciprocal connections between the amygdala and IFG In addition

inferior frontal gyri were effectively connected to the insula. While dynamic happy ex-

pressions were associated with effective connectivity between IOG and IFG, and IFG and

fusiform gyri, as well as between STS and FG, and amygdala and FG, among others.

Thus, the amygdala and insula appear to play a greater role in processing dynamic angry

facial expressions. Whereas the fusiform gyrus appears to be more involved in processing

dynamic happy facial expressions, which was revealed by the greater extent of connectivity

between the ’seed’ regions of the face perception network and the fusiform gyrus.

Interestingly, both the dynamic angry and dynamic happy networks displayed effective

connectivity between IOG and inferior frontal gyri, which may facilitate emotional pro-

cessing (Dima et al., 2011). In contrast, viewing dynamic speech stimuli, which lack any

emotional content, were associated with increases in connectivity between IOG and pre-
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central gyrus. The STS was effectively connected with visual regions, lingual gyri and

middle occipital gyri, and IFG were coupled with lingual gyri and MTG, regions involved

in motion processing and motor movements.

133



Chapter 4

The time-course of cortical

oscillatory responses to dynamic

faces

4.1 Introduction

4.1.1 Overview

As previously discussed in chapters 1, 2 and 3, faces are processed by an anatomically dis-

tributed neural network (Haxby et al., 2000) and the localisation of these neural substrates

has been extensively described (see chapter 1 and chapter 2). In chapter 2 a dynamic face

perception network was identified which extends Haxby et al. (2000)’s distributed neural

system for face perception. In chapter 3 the effective connectivity within this dynamic face

perception network was assessed, revealing coupling between the IOG and the STS during

the perception of dynamic faces. While these analyses provided valuable information on

the neural substrates of dynamic face perception, they did not provide any information on

the temporal sequence of regional activations involved in face processing. This is because

this level of information cannot be obtained from fMRI due to its relatively poor temporal

resolution. MEG on the other hand, is more suited to identifying the detailed temporal

processing of such information. In this chapter, MEG will be used to interrogate the dy-

namic face perception network by examining location, temporal structure and frequency

information of the implicated neural regions i.e. to examine where, when, and in what
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frequency band dynamic face processing takes place.

4.1.2 Timecourse and oscillatory responses to dynamic faces

Electrophysiological studies of face perception have shown that just as information about

faces is spatially distributed across cortical sites, faces are also processed at various tem-

poral scales (Vuilleumier and Pourtois, 2007). These studies were discussed in detail in

chapter 1 (see subsubsection 1.3.4.1) so only the main findings will be presented here. In

brief, the findings from these electrophysiological studies have converged on a network of

brain regions that are known to contribute to face perception and have provided additional

information on the temporal processing in these regions.

An early evoked response has been identified in early visual regions such as lingual and

inferior occipital gyri at approximately 100 ms post stimulus onset (N/M100), followed

by later evoked responses in STS and fusiform gyrus at approximately 170 ms (N/M170)

(Liu et al., 2000; Itier et al., 2006; Vuilleumier and Pourtois, 2007). However, as with

much of the face perception literature to date, the studies described so far have used static

images of faces, which lack important temporal information (see subsubsection 1.2.2.1).

These static facial stimuli represent impoverished displays lacking natural facial motion,

therefore they do not allow a complete description of the temporal structure of face

specific neural activities to be made. Dynamic stimuli would offer a more suitable means

of examining the neural basis of realistic natural face perception.

FMRI studies of biological motion perception have provided valuable information on the

processing of motion stimuli. Regions of middle and superior temporal cortices were shown

to be involved in processing dynamic stimuli, area MT in posterior lateral temporal cortex

was identified as the canonical visual motion processing area, where it responds to all

types of motion stimuli, while regions along posterior STS respond to biological motion

in particular (Beauchamp et al., 2002; Blake and Shiffrar, 2007). Electrophysiological

studies have also implicated regions of middle temporal and superior temporal cortices in

biological motion processing. For example, Ahlfors et al. (1999) found an early transient

response in area MT at approximately 130 ms, followed by a later sustained response

in the posterior STS over the latency range of 200–400 ms. Consequently, it has been

proposed that there are two distinct stages in biological motion processing, an early stage
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in visual regions occurs around 170 ms post stimulus onset followed by later processing

in the superior temporal gyrus and fusiform gyrus around 300 ms post stimulus onset

(Jokisch et al., 2005)

While these studies have provided valuable information on the time course of activation

related to face and motion perception, they do not explore the frequency content of these

neural responses. Additional information about the spatio-temporal dynamics of cognit-

ive processes can be gained by exploring the frequency characteristics of the signal. In

the frequency domain, MEG/EEG signals can be used to analyse task-specific or event

related changes in cortical oscillatory power. The power changes in rhythmic oscilla-

tions occurring within a certain frequency band can show either a decrease (event related

desynchronisation, ERD) or an increase (event related synchronisation, ERS) in power

(Pfurtscheller, 2001). It has been suggested that the ERD reflects activation of the un-

derlying cortex while ERS reflects inactivation or return to the resting state (Shibasaki,

2008).

An influential study by Singh et al. (2002) used MEG and the SAM beamformer source

localisation technique, to investigate changes in cortical synchronisation in response to

biological motion. They found a decrease in oscillatory power in 5-15 Hz and 15–25 Hz

frequency bands. In the biological motion condition these responses were found in known

motion sensitive areas such as area MT and STS. They also found that the BOLD response

was inversely related to cortical synchronisation for the 5–15 Hz and 15–25 Hz bands when

SAM analysis was used, supporting the theory that neural activation is represented by

decreases in cortical power particularly in these low frequency bands (Singh et al., 2002).

Muthukumaraswamy et al. (2006) later examined neural oscillatory responses to oro-facial

stimuli using MEG and SAM source localisation. They found decreased alpha (8–15 Hz)

and beta (15–35 Hz) power in response to different biological motion stimuli, including

biological motion, object directed action and linguistic motion in lateral sensorimotor

areas and bilateral occipito-parietal regions. These decreases in low frequency power

responses to biological motion are consistent with Singh et al. (2002)’s findings. Like

Singh et al. the authors suggest, based on the theory that decreases in power in these

frequency bands represent an active state, that these results signify an increase in neural

activity during movement observation.
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More recently, Lee et al. (2010) investigated the spatial distribution of neural oscillations

in response to a set of dynamic face stimuli portraying rigid motion that conveyed shifts

in social attention, using fMRI and MEG with SAM source analysis. These dynamic

stimuli were contrasted with both static face stimuli and moving scrambled stimuli. They

report a decrease in high frequency power (30–80 Hz) in bilateral STS in response to the

dynamic face stimuli during the movement time period of (240–480 ms). However, they

did not find a decrease in low frequency power (5–30 Hz) in the STS. They did however

find low frequency power decreases in ventral visual areas including the fusiform gyrus,

in response to both dynamic and static face stimuli. This low frequency response was

greater in magnitude and spatial extent for the dynamic face stimuli.

Again like Singh et al. (2002) and Muthukumaraswamy et al. (2006), they interpreted

these oscillatory power decreases as representing increases in cortical activation, in both

ventral and dorsal streams during passive viewing of face stimuli. While this study

provides valuable information about the sources and frequencies of neural oscillations

that contribute to rigid dynamic face perception, it only applies to rigid facial motion

such as head turns, but not to non-rigid facial motion such as a moving expressing face.

Furthermore, because the authors only analysed the responses within a specific time win-

dow (240-480 ms) corresponding to the time of the head turns, they could not detail

the temporal progression of activation within the face perception network over different

latencies (i.e. early and late responses). Hence very little is known about the temporal

and frequency response characteristics of neural regions during the processing of realistic

dynamic facial expressions.

4.1.3 Objectives and hypotheses

As highlighted above, there are very few studies that have investigated neural responses

to dynamic face stimuli. In the studies that have used dynamic stimuli some studies, such

as Watanabe et al. (2005), have focused more on the time domain, while others including

Muthukumaraswamy et al. (2006) and Lee et al. (2010), on the frequency domain. The

aim of this study was to thoroughly interrogate the dynamic face perception network

by examining location, temporal structure and frequency information of the implicated

neural regions i.e. to examine where, when and in what frequency band dynamic face
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processing takes place. Having previously established the spatial profile of the haemody-

namic response to dynamic faces (see chapter 2) this study used MEG as a direct measure

of neural activity to address these research questions. Thus, MEG and SAM were used

to assess the main effect of motion by identifying regions of differential neural responses

to dynamic relative to static face stimuli and examining the timing and frequency of

oscillations contributing to these responses.

As described above, decreased oscillatory power in frequencies between 5-25 Hz has been

observed with MEG when participants viewed biological motion stimuli (Singh et al.,

2002; Muthukumaraswamy et al., 2006). Hence, the main hypothesis tested in the present

study is that processing of dynamic face stimuli will result in decreased beta band power

in regions of the dynamic face perception network, which will be spatially coincident with

those identified previously with fMRI i.e. IOG, MTG, STS, and IFG (see chapter 2).

It is also predicted that regions such as IOG will show early responses, followed by later

responses in area MT and regions in STS, based on previous research (Ahlfors et al., 1999;

Jokisch et al., 2005).

4.2 Methods

4.2.1 MEG participants

Fourteen healthy self-reported right-handed volunteers (5 male) with normal or corrected

to normal vision (mean age 29.2, S.D. 2.45 years) gave full written informed consent to take

part in the study, which was approved by the Aston University Human Science Ethical

Committee. These were naive participants who had not participated in the previous fMRI

study described in chapters 2 and 3.

4.2.2 Experimental design and imaging paradigm

In order to facilitate comparisons between the fMRI and MEG studies the same stimuli

were used in both studies (see chapter 2 for details). The paradigm was altered slightly

from the block design that was used in the fMRI study to an event related design, to

optimise results from the SAM analysis. A sample of twenty-four stimuli (twelve dynamic
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and twelve corresponding static images) were presented in an event related design and par-

ticipants were instructed to maintain central fixation throughout the experiment. Stimuli

were completely randomised and presented for 2.5 seconds with 2.5 seconds of baseline

(fixation cross) presented before each stimulus. There were 240 trials in an experimental

run. Each trial consisted of a single stimulus presentation of 2.5 seconds (active state) and

an inter-stimulus interval fixation cross of 2.5 seconds (passive state). Participants per-

formed a 1-back memory task and responded via the lumina response pad as to whether

the identity in the current image matched that of the previous image. This is the same

task that was used in the fMRI study and as described in chapter 2 it was designed to

maintain vigilance and to control for attention (see Figure 4.2.1).

Figure 4.2.1: MEG experimental design: 120 dynamic and 120 static images were presented
for 2.5 s in a random sequence, alternating with a 2.5 s fixation cross. Participants (N=14)
performed a 1-back memory task and responded via button press as to whether the identity of
the current image matched the previous image.

MEG data were recorded using a 275 channel CTF system using 3rd order gradiometer

configuration with a sample rate of 600 Hz. Three electromagnetic localisation coils were

attached to the participant’s head at the nasion and bilateral pre-auricular points in or-

der to localise their head relative to the MEG sensors. Participants were seated in an

upright position in the MEG scanner. Visual stimuli were presented using Presentation

(Neurobehavioral Systems, Inc.) and participants viewed the computer monitor directly

through a window in the shielded room. A polhemus Isotrak 3D digitiser was used to map

the surface shape of each participant’s head and localise the electromagnetic head coils

with respect to that surface. Each participant’s head shape file was then extracted and

coregistered to a high-resolution T1-weighted anatomical image, which was acquired for

each participant prior to the MEG recording, on a 3 Tesla Siemens Magnetom Trio Scan-

ner using an 8-channel radio frequency birdcage head-coil. Coregistration was performed

using in-house software based on an algorithm designed to minimise the squared Euc-
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lidean distance between the polhemus surface and the MRI surface. This coregistration

is accurate to within 5 mm (for further details see Adjamian et al., 2004).

4.2.3 Data analysis

Data for each participant were edited and filtered to remove environmental and physiolo-

gical artefacts, a 50 Hz powerline filter was used and DC offset was removed, 3rd order

gradient noise reduction was also used to remove environmental noise from the data that

was picked up by reference coils during acquisition. The MEG data were then analysed

using Synthetic Aperture Magnetometry (SAM), which is a spatial filtering ‘beamformer’

technique that can be used to generate statistical parametric maps of stimulus or event-

related changes in cortical oscillatory power (see section 1.5). A boxcar experimental

design was used to assess spectral power between active (dynamic faces) and passive

(static faces) states in beta (12-30 Hz) band power. The difference between the active

and passive spectral power estimates was assessed for each voxel using a pseudo t-statistic

(Robinson and Vrba, 1999). This produced a 3-D SAM image of cortical activity for each

participant under each condition. SAM analysis was computed using 500 ms time win-

dows to assess the main effect of motion by directly comparing power changes in low

frequency bands between dynamic and static faces, starting from stimulus onset at 0 ms

(0-500, 500–1000, 1000–1500, 1500–2000, 2000–2500 ms). Rather than using a long time

window of 2.5 s to cover the length of stimulus display these 500 ms time windows were

chosen in order to investigate the temporal progression within the network at multiple

time points.

Each participant’s data were normalised and converted to Talairach space using statistical

parametric mapping (SPM99, http://www.fil.ion.ucl.ac.uk/spm) for group-level comparis-

ons. Non-parametric permutation analysis using SnPM (http://www.fil.ion.ucl.ac.uk/spm)

was computed to assess significant group effects. Regions of interest were determined

based on significant group effects (p < .05, corrected) from SnPM showing significant

peaks of activation within the face perception network. Virtual electrodes were construc-

ted at the peak locations identified for each participant in the SnPM analysis. These

virtual electrodes were based on a covariance matrix constructed using a 5 s window from

2.5 s prior to stimulus onset, to 2.5 s after stimulus onset, with a bandwidth of 12-30 Hz.
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Time windows for baseline estimation were of equal duration to the time window of in-

terest to achieve balanced covariance estimation. Time-frequency wavelet plots were then

computed on the virtual electrode for a window beginning at 0 s to 2.5 s after stimulus on-

set. Percent power change from baseline (the 1 s preceding stimulus onset) was computed

at each frequency for both dynamic and static stimuli to give mean (across epochs and

participants) power increases and decreases for dynamic and static face stimuli. Dynamic

and static face stimuli were directly contrasted at each region of interest from 0 s to 2.5

s after stimulus onset, thresholded at p < .05.

An important aspect of this study is the direct comparison of two ‘active’ states in the

SAM analysis, rather than ‘active’ versus ‘passive’, as used in previous MEG and SAM

studies (Singh et al., 2002; Muthukumaraswamy et al., 2006; Lee et al., 2010). In this study

dynamic faces were directly compared to static faces not to baseline. This methodology

was employed in order to use a more robust control for the dynamic face stimuli (Kaiser

et al., 2008) and to maintain consistency with the fMRI study. However, in order to

correctly interpret the results from the direct comparison of the dynamic versus static

face conditions the baseline comparisons must also be computed. This is because an

overall decrease in the dynamic versus static face comparison may be driven by either a

decrease in power for dynamic faces or an increase in power for static faces, hence time-

frequency plots for the direct comparison along with the two baseline conditions were

computed.

4.3 Results

4.3.1 Source analysis results

SAM was computed across five different 500 ms time windows, to identify sources of

differential activity between dynamic and static face stimuli across the length of stimulus

presentation in the beta frequency band (12 - 30 Hz). Group analysis was performed

using SnPM to identify significantly clustered peaks across the group of participants

in response to dynamic versus static face stimuli. As predicted group SnPM analysis

identified significant decreases in low frequency power in the beta band for dynamic

relative to static faces, in regions within the distributed face perception network across
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the group of fourteen participants (see Table 4.1 and Figure 4.3.1).

The first time window analysed was from 0 to 500 ms post stimulus onset and this revealed

an early decrease in low frequency power in bilateral IOG in response to dynamic relative

to static faces. The later time window of 500 ms to 1000 ms again revealed decreases in

low frequency power in bilateral IOG, along with bilateral MTG, right STS and left IFG.

Within the time window from 1000 ms to 1500 ms, decreases in low frequency power were

seen in bilateral IOG, right MTG, right STS, right lingual gyrus, right IFG and left insula.

Notably, responses are more right lateralised during this time period and responses in the

lingual gyrus, MTG and STS show higher levels of activation as indexed by the higher

t-values. Interestingly, right STS shows a sustained response from approximately 500 ms

to 1500 ms. From 1500 ms to 2000 ms low frequency power decreases were localised to

right MTG, bilateral STS, right IOG, right middle occipital gyrus and right IFG. Again

these responses appear to be more right lateralised. Finally, from 2000 ms to 2500 ms

low frequency power decreases were found in right middle occipital gyrus, right STS, left

MTG, left precentral gyrus, right middle frontal gyrus and left IFG (see Table 4.1 and

Figure 4.3.1).

4.3.2 Time frequency results

Virtual electrodes were constructed to map the time-frequency characteristics of the re-

gions of interest within the dynamic face perception network. The specific regions of

interest selected were bilateral IOG, bilateral MTG and bilateral STS, as these were the

most robust regions identified across the group of participants in the SAM source ana-

lysis, which also corresponded to the regions identified in the fMRI study in chapter 2

(see Table 4.2 for coordinates of virtual electrodes).

4.3.2.1 Inferior occipital gyri

The virtual electrode constructed in the region in the left IOG (see Figure 4.3.2 a) showed,

at the group level, a sustained power decrease within 200 ms of stimulus onset for dy-

namic faces relative to baseline in the 10–20 Hz frequency range. Static faces compared

to baseline showed a slight power increase at approximately 80 ms between 20–30 Hz,

followed by a power decrease between 10–25 Hz which was not quite as sustained as the
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Table 4.1: Brain regions showing decreases in beta power (12-30Hz) in response to all dynamic
compared to static faces within the following time windows (A) 0 to 500 ms (B) 500 to 1000
ms (C) 1000 to 1500 ms (D) 1500 to 2000 ms (E) 2000 to 2500 ms. Co-ordinates indicate local
maxima in Talairach space. L = Left; R = Right. Clusters are significant at p<.05.

Region Pseudo t-value x y z
(A) 0 to 500 ms

L Inferior occipital gyrus (BA 17) - 3.6 -12 -93 -18
R Inferior occipital gyrus (BA 18) - 3.24 18 -82 -11

(B) 500 to 1000 ms
L Middle temporal gyrus (BA 37) - 4.35 42 -63 0
R Middle temporal gyrus (BA 39) - 3.83 48 -66 15
L Inferior occipital gyrus (BA 18) - 3.54 -27 -99 -18
R Inferior occipital gyrus (BA 18) - 3.47 27 -81 -9
R Superior temporal sulcus (BA 22) - 2.8 54 -15 0

(C) 1000 to 1500 ms
L Inferior occipital gyrus (BA 18) - 6.03 -30 -81 -3
R Middle temporal gyrus (BA 37) - 5.97 42 -63 9
R Superior temporal sulcus (BA 22) - 5.35 54 -15 0
R Inferior occipital gyrus (BA 17) - 5.23 12 -87 -6
L Superior temporal sulcus (BA 13) - 4.83 -51 -39 18
R Inferior frontal gyrus (BA 46) - 4 36 30 21

L Insula (BA 13) - 2.93 -36 21 12
(D) 1500 to 2000 ms

R Middle temporal gyrus (BA 19) - 4.96 45 -63 12
R Superior temporal sulcus (BA 22) - 4.5 57 -9 3
R Inferior occipital gyrus (BA 17) - 4.1 12 -87 -6
L Superior temporal sulcus (BA 13) - 3.74 -51 -39 18
R Middle occipital gyrus (BA 18) - 3.32 15 -99 18
R Inferior frontal gyrus (BA 47) - 2.85 57 27 -6
R Inferior frontal gyrus (BA 10) - 2.33 42 39 12

(E) 2000 to 2500 ms
R Middle occipital gyrus (BA 18) - 4.34 30 -84 -3

R Superior temporal sulcus (BA 22) - 3.15 60 -15 0
L Precentral gyrus (BA 6) - 3.11 -9 -24 68

L Middle temporal gyrus (BA 37) - 2.71 -45 -45 -60
R Superior temporal sulcus (BA 38) - 2.43 48 21 -30
R Middle frontal gyrus (BA 10) - 2.38 39 45 21

Table 4.2: Mean stereotactic co-ordinates for the virtual electrodes in Talairach space. N =
number of participants showing a significant peak in a particular region.

Region N x y z
Left Inferior occipital gyrus 12 -12 -93 -18
Right Inferior occipital gyrus 12 20 -81 -11
Left Middle temporal gyrus 8 -45 -45 -60
Right Middle temporal gyrus 8 42 -63 9
Left Superior temporal sulcus 8 -51 -39 18
Right Superior temporal sulcus 9 57 -9 3
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Figure 4.3.1: Group SAM image (N=14) shows decreases in beta power (12–30 Hz) within 5
different time windows 0-500; 500-1000; 1000-1500; 1500-2000; and 2000-2500 ms post stimulus
onset. Shows progression of activation within the face perception network over time. Activation
is shown in bilateral IOG, MTG, STS, and IFG. Blue-purple-white colour scale represents a
decrease in signal power (p<.05).
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decrease to dynamic faces. The direct comparison of dynamic and static faces showed an

early power decrease within the first 200 ms between 10-30Hz followed by a slight increase

and then a sustained decrease from approximately 700 ms onwards.

The time frequency characteristics of the virtual electrode constructed in the right IOG

were extremely similar to those of the left IOG described above (see Figure 4.3.2 b). When

dynamic faces were compared to baseline a sustained power decrease within 200 ms of

stimulus onset was found in the 10–20 Hz frequency range. Again static faces compared

to baseline showed a slight power increase around 80 ms between 10–30 Hz, followed

by a power decrease around 200 ms between 10–20 Hz. When the response to dynamic

and static faces was directly compared, an early power decrease within the first 200 ms

between 5-30 Hz was found, followed by a later decrease around 800 ms in the 10-20 Hz

range.

4.3.2.2 Middle temporal gyri

The virtual electrode constructed in the left MTG (see Figure 4.3.3 a) revealed, at the

group level, a sustained decrease in power from approximately 200 ms in the 20–30 Hz

frequency range for dynamic faces relative to baseline, followed by a stronger sustained

decrease in power from approximately 500 ms between 10-15 Hz. Static faces compared

to baseline also showed a power decrease in the 20–30 Hz frequency range, but this was

at a slightly later time of 400 ms and was not sustained. A similar decrease in power

between 10-15 Hz was also revealed at 500 ms but again it was not as strong or sustained.

When dynamic and static faces were directly compared an early power decrease occurred

at 200 ms between 12–25 Hz, followed by a decrease in power between 800 ms and 1500

ms in the 10-25 Hz frequency range.

In the right MTG (see Figure 4.3.3 b) the dynamic faces compared to baseline showed a

sustained decrease in power from approximately 500 ms, between 10–30 Hz. Static faces

compared to baseline revealed a decrease in power between 400 ms and 800 ms in the

10-30 Hz range, followed by a later decrease in power from 1600 ms between 8-25 Hz.

The direct contrast of dynamic and static faces showed a power increase from 400 ms to

800 ms between 10–20 Hz, which was driven by the corresponding decrease in power at

this time for the static faces. This was followed by a decrease in power between 900 ms
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and 2000 ms in the beta frequency range (12-30 Hz) due to the more sustained decrease

in power for dynamic faces.

4.3.2.3 Superior temporal sulci

When a virtual electrode was constructed in the left STS (see Figure 4.3.4 a), the contrast

of dynamic faces with baseline showed at the group level, a sustained decrease in power

from 600 ms onwards around 12 Hz. The static faces elicited a power decrease between

200 ms and 600 ms in the 10–30 Hz range. The direct comparison of dynamic and static

faces showed a short power increase at ~500 ms followed by a stronger and more sustained

decrease from 800 ms onwards between 10-30 Hz due to the more sustained decrease in

power in the dynamic condition.

The virtual electrode constructed in the right STS (see Figure 4.3.4 b) revealed a broad

decrease in power between 20–60 Hz from around 200 ms until 1600 ms for the dynamic

faces compared to baseline, as well as a more sustained decrease in lower frequency power

(5-13 Hz) from 1000 ms onwards. Static faces compared to baseline showed a slight power

decrease at 200 ms and again at 600 ms between 20–30 Hz. Finally, the direct contrast

of dynamic and static faces revealed a sustained decrease in power from 800 ms onwards

between 8-30Hz due to the decrease in power for dynamic faces.

4.4 Discussion

In this chapter MEG and SAM were used to identify neural responses to dynamic com-

pared to static face stimuli and to examine the frequency of oscillations contributing to

these responses over various time periods. Based on previous research by Singh et al.

(2002), it was hypothesised that responses to dynamic face stimuli would be character-

ised by decreases in low frequency power in the regions of the distributed neural face

perception network that were identified in the fMRI study in chapter 2. As expected,

SAM analysis revealed a number of regions showing differential activation to dynamic

versus static faces in the distributed face network, including IOG, MTG, STS and IFG,

all regions that were previously identified with fMRI in chapters 2 and 3. This was char-

acterised by decreases in cortical oscillatory power in the beta band (12–30 Hz) in these
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regions. It was further hypothesised that responses in these different regions would dis-

play different temporal patterns of activation, whereby regions centred around the IOG

would display early responses, followed by later responses in regions such as MTG and

STS. This was confirmed through both the SAM and time frequency analysis.

4.4.1 Temporal progression within the dynamic face perception

network

Within the first 500 ms of stimulus onset SAM analysis revealed two regions in left and

right IOG, that showed significant decreases in beta band power in response to dynamic

versus static face stimuli. This region in IOG forms part of the core system for visual

analysis of faces in Haxby et al. (2000)‘s model. Furthermore this early response in IOG

is consistent with some of the evoked potential studies that localised the M100 to occipital

regions (Itier and Taylor, 2002; Liu et al., 2002), although they were using static faces

only. Further interrogation of this response through time frequency analysis revealed a

number of interesting results. Firstly these two regions, left and right, showed strikingly

similar response patterns. Also, there was a decrease in response to both the static and

dynamic stimuli within 200 ms of stimulus onset, but overall a greater and more sustained

decrease in power to the dynamic stimuli. Interestingly, there was a slight power increase

in the static condition. This suggests that the IOG is involved in processing both the

static and dynamic face stimuli, but additional processing was required for the dynamic

stimuli.

This is consistent with fMRI data showing increased activation in IOG to dynamic faces

(Fox et al., 2009; Schultz and Pilz, 2009). The sustained response in IOG has important

implications for hierarchical feed forward face perception models, as it suggests that IOG

is not only involved in early visual analysis but also plays a role in higher level processing

(Atkinson and Adolphs, 2011) such as facial expressions analysis (Pitcher et al., 2008),

possibly due to feedback connections from the STS as described in chapter 3.

From 500 ms to 1000 ms a number of additional regions were identified that showed

significant decreases in beta power in response to dynamic compared to static face stimuli.

Along with bilateral IOG, bilateral MTG and the right STS, also showed power decreases.

The area identified here as MTG, that includes area MT, is a well-known region in motion
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processing in both the fMRI and MEG literature (e.g. Ahlfors et al., 1999) and we

have also previously shown with fMRI that it plays an important role in dynamic face

perception (see Foley et al., 2012; and chapter 2). Watanabe et al. (2005) identified area

MT as a key region involved in facial motion processing using MEG. They found both

eye and mouth movements elicited responses in this region around 170 ms post stimulus

onset, with a larger response to eye movements. Krakowski et al. (2011) also found

that area MT responded to biological motion between 100 and 200 ms of stimulus onset.

Additionally, Singh et al. (2002) report a decrease in low frequency power in the MTG

when participants viewed point light displays of biological motion, which is consistent

with the results reported here.

Neuroimaging studies have consistently identified the STS as an essential structure in

general motion processing, which also incorporates biological motion and dynamic face

processing (see chapter 2 and chapter 3). In an MEG study of motion processing Ahlfors

et al. (1999) found a sustained response in the STS over the latency range of 200–400 ms.

Krakowski et al. (2011), along with Jokisch et al. (2005) and Horovitz et al. (2004), all

report that evoked responses to biological motion were generated in the STS. Also, Singh

et al. (2002) found decreases in low frequency power in the STS in their biological motion

condition. Similarly, Muthukumaraswamy et al. (2006) found decreases in low frequency

power in the STS to oro-facial motion. Lee et al. (2010) also found decreased oscillatory

responses in the STS to turning heads, although this was in the higher gamma frequency

range. Surprisingly, they did not find a similar decrease in the low frequency range.

However, they still propose that this decrease in oscillatory power signifies enhanced

cortical processing of the dynamic stimuli.

Further interrogation of the response in the STS through time frequency analysis revealed

similar response patterns between the left and right STS. There was a short decrease in

power between 10-30 Hz, at ~500 ms in both the static and dynamic conditions, but

this was followed by a stronger sustained response from 800 ms onwards in the dynamic

condition only. Hence the direct comparison of dynamic versus static faces revealed

a sustained power decrease at 800 ms between 10-30 Hz. It would appear then that

the STS contributes largely to the processing of dynamic faces and to a lesser extent

static faces. This is consistent with the results of the fMRI study described in chapter
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2, wherein the STS showed significantly greater activation to dynamic faces relative to

static. Similarly a recent fMRI study by Pitcher et al. (2011a) report a region in the right

posterior STS which responded almost three times more strongly to dynamic relative to

static faces. Also, the long duration of the STS response is consistent with Ahlfors et

al. (1999) who also found a sustained response in STS to motion stimuli. Furthermore,

significant coupling between the STS and both visual regions and frontal regions was

found in chapter 3, suggesting that the STS may act as a relay centre between regions

involved in early visual perceptual processing and emotion processing. The sustained

response in the STS provides converging evidence for this, as it may represent multiple

activations which facilitate the integration of information from multiple input areas (Hein

and Knight, 2008).

In the time window from 1000 ms to 1500 ms, sources of differential activity were again

localised in IOG, MTG and in bilateral STS this time, whereas only right STS was active

in the previous time window. Additional regions within the distributed face perception

system were also recruited, such as the right IFG and the left insula. Furthermore the

core regions such as IOG, MTG, and STS appear to show the largest differences in peak

power during this time period compared to previous and subsequent time windows. This

may be because the dynamic stimuli are approaching peak expression around this time.

The insula was previously identified as showing enhanced activation to dynamic angry

stimuli in the fMRI study (see chapter 2 and chapter 3). This analysis provides additional

information about the time-course of insula activity, which appears to respond relatively

late. Similarly, the IFG was also identified as a structure in the dynamic face perception

network in the previous fMRI study. While the insula and IFG have been identified in

fMRI studies of face perception, there is little MEG data on these structures. However a

recent MEG study by Bayle and Taylor (2010) report an M170 in IFG when participants

viewed static fearful faces.

In the subsequent time window from 1500 ms to 2000 ms responses are predominantly

right lateralised in IOG, MTG, middle occipital gyrus and IFG, with the exception of the

STS which has a bilateral response. In this case the middle occipital gyrus is the only

extra region activated in this time period. The middle occipital gyrus is known to play

a role in visual processing of stimuli. Again this region was identified in the fMRI study
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described in chapters 2 and 3. Finally then in the time window from 2000 ms to 2500 ms

regions in middle occipital gyrus, MTG and STS were identified as before, notably the

IOG was absent. Additional regions include the right middle frontal gyrus and the left

precentral gyrus. Both middle frontal gyrus and precentral gyrus were also reported in

the fMRI study (see chapter 2), believed to form part of the mirror neuron system.

Taken together these results reveal a distributed network of brain regions showing dif-

ferential responses to dynamic relative to static stimuli as characterised by decreases in

low frequency power. Furthermore, early differential responses were identified in bilateral

IOG within 200 ms, followed by later responses in regions such as MTG and STS within

800 ms of stimulus onset. This early response in IOG followed by later responses in STS

is consistent with the findings from a recent MEG study by Furl et al. (2010). They

used MEG to examine the effects of dynamic facial expressions, which varied in their

predictability and found that predictable expression dynamics evoked very early effects in

early visual regions (165 ms), followed by heightened activity in right posterior STS (237

ms). They suggest that early visual regions accumulate information over shorter time in-

tervals and thus respond faster, while the STS accumulates information over longer time

intervals resulting in a later response and enabling the integration of information from

multiple sites. Additional regions, including the insula, IFG and middle occipital gyri all

showed decreased beta responses to dynamic face stimuli at relatively late latencies from

1000 ms.

An important aspect of this study that may have influenced the results is that two ‘active’

states were compared in the SAM analysis rather than ‘active’ versus ‘passive’ i.e. dynamic

faces were compared to static faces not to baseline. In the majority of studies using SAM

analysis an ‘active’ state is compared with a ‘passive’ state, generally represented by a pre-

stimulus baseline period (Singh et al., 2002; Muthukumaraswamy et al., 2006; Lee et al.,

2010). However in this MEG study a direct comparison between two active states was

made between the dynamic and the static face stimuli. This methodology was employed in

order to use a more robust control for the dynamic face stimuli and to maintain consistency

with the fMRI study described in chapter 2. A recent study by Kaiser et al. (2008) report

that direct contrasts may yield more focal oscillatory activations than comparing pre-

versus post-stimulus responses. Hence the patterns of activation seen here may be more
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focal than previous studies.

Notably, all the regions identified during the SAM analysis as showing decreased beta

responses to dynamic stimuli correspond very closely with the regions of the dynamic face

perception network that were previously identified with fMRI in chapter 2 (see Table 2.1

and Table 4.1). This shows strong concordance between these two different imaging tech-

niques and further extends Haxby et al. (2000)’s model by demonstrating the temporal

progression and frequency of responses that contribute to dynamic face perception. This

will be discussed further in chapter 6.

4.4.2 Summary

Early differential responses to dynamic face stimuli were identified in bilateral IOG within

200 ms, followed by later responses in MTG and STS, within 800 ms of stimulus onset.

These were all characterised by decreases in beta band oscillatory power. Additional

regions including the insula, IFG and middle occipital gyri also showed decreases in beta

band power in response to dynamic relative to static face stimuli from ~1000 ms post

stimulus onset.
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Chapter 5

The timecourse and oscillatory

responses to facial displays of

emotion

5.1 Introduction

5.1.1 Overview

In the previous chapter MEG and SAM were used to identify regions of differential ac-

tivation in response to dynamic relative to static faces, where the timing and frequency

of oscillations contributing to these responses were examined. This revealed a network

of regions showing differential responses to dynamic face stimuli over different latencies.

Early differential responses were identified in bilateral IOG within 200 ms, followed by

later responses in regions such as MTG and STS, within 800 ms of stimulus onset, which

were all characterised by decreases in beta band oscillatory power. Additional regions

including the insula, IFG and middle occipital gyri also showed decreases in beta band

power for dynamic relative to static face stimuli from ~1000 ms onwards. Furthermore,

despite the differences between MEG and fMRI imaging techniques, the regions localised

by SAM corresponded closely with the regions of the dynamic face perception network

that were identified with fMRI in chapter 2.

However, because the aim of chapter 4 was to assess the main effect of motion, the indi-

vidual facial expression categories were not differentiated during the analysis. Therefore
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the effects of motion on the processing of different face stimuli was not examined and

the effects of emotion-specific facial dynamics were not explored. This will be addressed

in the present chapter by explicitly contrasting the dynamic and static stimuli for each

of the different affects, as well as contrasting the dynamic affects with dynamic speech

displays, and examining the time frequency characteristics of the responses. Planned

pairwise comparisons were computed within each emotion category to examine the effects

of motion on the processing of different face stimuli (i.e. dynamic angry versus static

angry expressions, dynamic happy versus static happy expressions, and dynamic speech

versus static speech displays). Contrasts were also computed to investigate the effects of

emotion-specific facial dynamics by contrasting both of the dynamic affective expressions

(angry and happy) with dynamic speech facial displays.

5.1.2 Emotional face perception

In chapter 2 it was shown that broadly similar regions within occipito-temporal cortex

were involved in processing the different dynamic stimuli, particularly in the core face

perception system, including middle occipital gyri, MTG and STS. Consistent with this,

the measures of effective connectivity defined in chapter 3 revealed that the effective

connectivity when viewing dynamic facial stimuli in general was associated with specific

increases in connectivity between early visual regions, such as IOG, and the STS in

the dorsal pathway, which was broadly similar for all of the different dynamic stimuli.

However, some differences between activation patterns for each of the different dynamic

facial expressions, particularly in regions of the extended system were found.

There has been some debate over the extent to which distinct neural sub-systems are

involved in the processing of specific emotions. Some researchers have proposed that

distinct neural sub-systems exist that are specialised to process specific facial emotions

(Calder et al., 2001). This theory is largely based on the fact that many neuroimaging

studies on emotional processing, in particular fMRI studies, have implicated differing

brain regions for different emotions (Adolphs, 2002b). However, these studies do not

take the timing of emotional face processing into account. It is possible that rather than

separate emotion-specific networks specialised in processing distinct emotions, it may be

that brain regions involved in emotion processing become active in emotion-specific time
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sequences (Esslen et al., 2004). Thus, the time course of emotional face processing should

be explored in order to gain a better understanding of emotion processing in the brain.

MEG is an ideal tool to use because of its excellent temporal resolution, this combined

with SAM source analysis means reliable localisation can also be obtained.

The timecourse of facial expression processing was discussed in detail in chapter 1 (see

subsubsection 1.3.4.1). To recap briefly, electrophysiological studies of emotional face

perception have demonstrated emotion effects arising at both early and late latencies

(Vuilleumier and Pourtois, 2007). Many of these studies have focused on the face selective

N170 or M170 by using EEG or MEG to examine the effect of emotion on this face-

selective component. A number of studies have reported some emotional modulations on

the amplitude and latency of the N170 (Vuilleumier and Pourtois, 2007). On the other

hand, some researchers have found that the N170 component is not affected by emotional

facial expressions (Krolak-Salmon et al., 2001; Münte et al., 1998).

Some studies have also reported an influence of emotional expression on very early brain

responses even prior to the N170 at approximately 100 ms (Pizzagalli et al., 1999; Eger

et al., 2003). Additionally, several studies have reported later effects associated with

the perception of emotional facial expressions, from around 200 ms post-stimulus onset

(Münte et al., 1998; Krolak-Salmon et al., 2001; Sato et al., 2001). Many of these late

ERP responses to emotional facial expressions have also been found to be sustained over

prolonged periods of time following stimulus onset (Krolak-Salmon et al., 2001; Ashley

et al., 2004), which do not seem specific to particular expressions and therefore may

reflect more complex cognitive processes related to emotion processing (Vuilleumier and

Pourtois, 2007).

5.1.3 Frequency characteristics of emotional face processing

While ERP and fMRI studies have provided valuable information on the temporal and

spatial localisation of brain processes involved in emotional face processing (see chapter 1),

the frequency characteristics of the underlying processes have been less studied (Knyazev

et al., 2008). More recently the analysis of ERPs has been complemented by the analysis

of oscillatory brain activity. One great advantage of analysing induced oscillatory activity

is the fact that processes do not need to be precisely time-locked to an event. This is
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particularly relevant when using natural dynamic visual stimuli, such as those used in the

present study, as they vary in the development of the motion, thus not providing a clear

emotion recognition point. Although brain oscillations have recently been investigated in

various sensory modalities, their role for brain functioning remains unclear. However, it

has been proposed that emotional content may be indexed by oscillatory activity and the

full range of frequency bands including, delta (0.5–3.5 Hz), theta (4–7 Hz), alpha (8–12

Hz), beta (13–30 Hz) and gamma (>30 Hz), have been associated with face and emotion

processing in one way or another (Güntekin and Basar, 2009).

In a recent EEG study Balconi and Lucchiari (2006) explored brain oscillations involved

in emotional face processing by measuring changes in power across different frequency

bands in response to different facial expressions of emotion (angry, happy, sad, fear and

neutral) during a passive viewing task. They reported desynchronisation of alpha and

beta oscillations upon presentation of all facial stimuli, while theta and delta frequencies

responded specifically to emotional faces. They found a sustained synchronisation in delta

oscillations over posterior regions from 150–350 ms followed by a gradual desynchronisa-

tion, notably there was greater synchronisation to emotional stimuli from 150–250 ms, but

from 250–350 ms synchronisation was elicited by all face stimuli. They observed frontal

theta synchronisation during emotional stimulus presentation at a slightly earlier latency

followed by an earlier desynchronisation at 250 ms.

In a subsequent EEG study Balconi and Pozzoli (2009) explored changes in oscillatory

power specifically in delta, theta, alpha and gamma bands, during the processing of emo-

tional (angry, happy, sad, fearful) and neutral facial expressions. Once again they found

that delta and theta responses were significantly modulated by the emotional stimuli, in

addition gamma band modulations by emotion were also reported, while alpha power was

not responsive to emotion specifically, rather to all face stimuli. Delta and theta bands

displayed similar response patterns as before, where again they both showed a greater

synchronisation in the 150-250 ms time interval to the emotional stimuli relative to neut-

ral, but differed in the successive time interval from 250–350 ms, as theta band activity

was related to the emotional content while delta responded similarly to all stimuli. In the

gamma band then, the pattern of results were the same as in the theta band, as gamma

synchronisation was mainly present within the second time window (with a peak latency
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of 240 ms), and was observed to be sensitive to the high arousing emotions, such as anger

and fear in comparison with happiness and sadness.

Luo et al. (2007) also found that gamma band synchronisation was associated with emo-

tional face processing, specifically with negative facial expressions of emotion. They used

MEG and SAM source analysis to examine gamma oscillatory responses to facial expres-

sions of fear, anger and neutral facial expressions during a gender discrimination task.

They found significant gamma band synchronisation in different areas of the brain includ-

ing occipito-temporal cortex, amygdala and prefrontal cortex in response to the different

facial stimuli. Gamma band synchronisation in occipito-temporal cortex, including the

fusiform gyrus, showed a similar profile for all three facial displays, with an early onset

of 40 ms. Gamma band synchronisation in the amygdala occurred very early for fearful

faces within 20–30 ms and at a later latency for angry faces at approximately 150–160 ms.

There was no significant gamma synchronisation in the amygdala or prefrontal cortex for

neutral faces. Angry faces elicited a significant increase in gamma power in right anterior

cingulate cortex at ~200 ms and left orbitofrontal cortex at a similar time of 200 ms. The

authors suggest that gamma oscillatory responses are involved in higher-level emotional

and cognitive processing.

Beta oscillatory responses have also been associated with emotional face processing and

have previously been shown to play an important role in face recognition and the differ-

entiation of known and unknown faces (Ozgoren et al., 2005). In an EEG study Güntekin

and Basar (2007) examined neural oscillatory responses to emotional facial expressions of

anger and happiness relative to neutral, during a passive viewing paradigm. They also

assessed participants level of emotional involvement through questionnaire after the ex-

periment. They found significant differences in oscillatory responses to angry and happy

facial expressions in the alpha (9–13 Hz) and beta (15–24 Hz) frequency ranges, but only

for highly arousing expressions. Angry faces evoked higher amplitude responses in alpha

and beta bands compared to happy expressions. Alpha responses were found in posterior

cortical regions, whereas beta responses were found in anterior regions. This is in contrast

to the study by Balconi and Lucchiari (2006) where they did not find differences in beta

power, but Güntekin and Basar (2007) attributes these conflicting results to differences

in valence and arousal related to the different stimuli used.
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However, as noted in previous chapters, an important aspect that has been overlooked

in all of the studies described so far is the inherent dynamic nature of facial expressions

of emotion. As most of these studies have used static facial stimuli, many from the

Ekman and Friesen (1976) collection, the question arises which brain regions are involved

in the processing of more natural dynamic emotional stimuli and do they display similar

temporal and frequency responses as static faces? It appears that only one study so far has

used dynamic stimuli to investigate the spatiotemporal profile of emotion processing. In

a recent EEG study Jessen and Kotz (2011) used dynamic audiovisual stimuli to explore

the temporal processing of multimodal emotional expressions of fear, anger and neutral

faces.

In this study auditory stimuli were presented as sounds of different emotional interjections

such as “ah”, visual stimuli were video clips displaying emotional body language, and the

audiovisual stimuli were the video clips presented with their corresponding interjections.

Participants performed two tasks one was an explicit emotion judgement task and the

other was an implicit task. In the alpha band emotional modulation was only observed in

the visual condition but not in the audio or audiovisual conditions. In the visual condition

the comparison of both, angry and fearful displays relative to the neutral condition showed

significant decreases in alpha power at bilateral posterior electrodes between 300 and 700

ms. In the beta band there was a greater decrease in power in response to emotional

stimuli relative to neutral in all three conditions. The contrast of angry emotional displays

to neutral displays revealed two significant clusters of decreased beta power in the right

hemisphere, one between 250 and 500 ms and one between 650 and 900 ms. Displays of

fearful body language contrasted with neutral stimuli revealed a decrease in beta power

bilaterally in posterior regions. Unfortunately they did not perform source analysis in

this study so it is difficult to precisely localise these responses.

5.1.4 Objectives and hypotheses

As described above there are a number of studies investigating many different aspects of

emotional face processing, many have used conventional ERP methods which provide ex-

cellent temporal resolution but poor spatial resolution, others have investigated frequency

characteristics but lack source localisation, and only one study (Jessen and Kotz, 2011)
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has used dynamic stimuli but with no source localisation. The present study aims to thor-

oughly investigate the neural processes involved in emotional face perception by examining

location, temporal structure and frequency information of the implicated neural regions,

using more natural dynamic stimuli. Also, to assess to what extent emotion-specific net-

works are involved in processing different dynamic facial expressions of emotion, or if

similar neural regions are involved but are activated at different time points. Planned

pairwise comparisons were computed within each emotion category (matching those used

in the fMRI analysis in chapters 2 and 3) to examine the effects of motion on the pro-

cessing of different facial expressions (i.e. dynamic angry versus static angry expressions,

dynamic happy versus static happy expressions, and dynamic speech versus static speech

displays). Contrasts were also computed to investigate the effects of emotion-specific fa-

cial dynamics by contrasting both of the dynamic affective expressions (angry and happy)

with dynamic speech facial displays.

The spatial haemodynamic response profiles of the different dynamic facial expressions

were previously established with fMRI in chapters 2 and 3. In this chapter then, MEG

and SAM will be used to interrogate these responses further by examining the timing and

frequency of oscillations contributing to them. It is predicted that dynamic angry, happy

and speech displays will elicit larger decreases in alpha and beta oscillatory power, relative

to their static counterparts, in those regions previously identified with fMRI in chapter

2, due to enhanced neural processing for dynamic expressions (Singh et al., 2002; Jessen

and Kotz, 2011). It is also predicted that delta and theta frequency bands will show

emotional modulations for angry and happy facial stimuli, based on findings from Balconi

and Lucchiari (2006) and Balconi and Pozzoli (2009) showing greater synchronisation to

emotional facial displays in these frequency bands. It is evident from the literature that

emotional face processing can occur over both short and extended periods of time and

within multiple frequency bands. Therefore a wide frequency band (1–80 Hz) was used

in this analysis over multiple short time windows in order to perform a thorough analysis

of emotional face processing.
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5.2 Methods

5.2.1 MEG participants

Fourteen healthy self-reported right-handed volunteers (5 male) with normal or corrected

to normal vision (mean age 29.2, S.D. 2.45 years) gave full written informed consent to take

part in the study, which was approved by the Aston University Human Science Ethical

Committee. Again these are the same participants that were described in chapter 4 and

were naive participants who had not participated in the previous fMRI study described

in chapters 2 and 3.

5.2.2 Experimental design and imaging paradigm

The stimuli and experimental design are the same as those described in chapter 4, but for

ease of reading the details will be outlined again here. In order to facilitate comparisons

between the fMRI and MEG studies the same stimuli were used in both studies (see

chapter 2 for details). The paradigm was altered slightly from the block design that was

used in the fMRI study to an event related design, to optimise results from the SAM

analysis. A sample of twenty-four stimuli (twelve dynamic and twelve corresponding

static images) were presented in an event related design and participants were instructed

to maintain central fixation throughout the experiment. Consistent with the fMRI study

(see chapter 2 and chapter 3) two emotion categories were included, specifically, angry

and happy, along with a speech category which was included as a control for non-affective

facial motion.

In the dynamic condition four different stimuli were presented in each of the three emotion

categories, and likewise in the static condition. Stimuli were completely randomised and

presented for 2.5 seconds with 2.5 seconds of baseline (fixation cross) presented before

each stimulus. There were 240 trials in an experimental run. Each trial consisted of a

single stimulus presentation of 2.5 seconds (active state) and an inter-stimulus interval

fixation cross of 2.5 seconds (passive state). Participants performed a 1-back memory

task and responded via the lumina response pad as to whether the identity in the current

image matched that of the previous image. This is the same task that was used in the

fMRI study and as described in chapter 2 it was designed to maintain vigilance and to
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control for attention (see Figure 5.2.1).

Figure 5.2.1: MEG experimental design: 120 dynamic and 120 static images were presented
for 2.5 s in a random sequence, alternating with a 2.5 s fixation cross. Participants (N=14)
performed a 1-back memory task and responded via button press as to whether the identity of
the current image matched the previous image.

MEG data were recorded using a 275 channel CTF system using 3rd order gradiometer

configuration with a sample rate of 600 Hz. Three electromagnetic localisation coils were

attached to the participant’s head at the nasion and bilateral pre-auricular points in or-

der to localise their head relative to the MEG sensors. Participants were seated in an

upright position in the MEG scanner. Visual stimuli were presented using Presentation

(Neurobehavioral Systems, Inc.) and participants viewed the computer monitor directly

through a window in the shielded room. A polhemus Isotrak 3D digitiser was used to map

the surface shape of each participant’s head and localise the electromagnetic head coils

with respect to that surface. Each participant’s head shape file was then extracted and

coregistered to a high-resolution T1-weighted anatomical image, which was acquired for

each participant prior to the MEG recording, on a 3 Tesla Siemens Magnetom Trio Scan-

ner using an 8-channel radio frequency birdcage head-coil. Coregistration was performed

using in-house software based on an algorithm designed to minimise the squared Euc-

lidean distance between the polhemus surface and the MRI surface. This coregistration

is accurate to within 5 mm (for further details see Adjamian et al., 2004).

5.2.3 Data analysis

Data for each participant were edited and filtered to remove environmental and physiolo-

gical artefacts, a 50 Hz powerline filter was used and DC offset was removed, 3rd order

gradient noise reduction was also used to remove environmental noise from the data that

was picked up by reference coils during acquisition. The MEG data were then analysed
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using Synthetic Aperture Magnetometry (SAM), which is a spatial filtering ‘beamformer’

technique that can be used to generate statistical parametric maps of stimulus or event-

related changes in cortical oscillatory power. A boxcar experimental design was used to

assess spectral power between different active and passive states, this time within a broad

frequency band from 1-80 Hz. Consistent with the fMRI analyses preplanned comparis-

ons were computed for the following five different contrasts of active and passive states:

dynamic angry versus static angry expressions, dynamic happy versus static happy ex-

pressions, dynamic speech versus static speech displays, dynamic angry versus dynamic

speech facial displays, and dynamic happy versus dynamic speech facial displays.

The difference between the active and passive spectral power estimates was assessed for

each voxel using a pseudo t-statistic (Robinson and Vrba, 1999). This produced a 3-D

SAM image of cortical activity for each participant under each condition. SAM analysis

was computed using 200 ms time windows to directly compare power changes in a broad

frequency band (1-80 Hz) for the three different contrasts, starting from stimulus onset

at 0 ms (0 - 200, 200–400, 400–600, 600–800, 800–1000, 1000-1200, 1200-1400, 1400-1600,

1600-1800, 1800-2000, 2000-2200, 2200-2400 ms). These short time windows were used

for two reasons, firstly because a broadband SAM was used it is advantageous to use a

narrower time window to construct the covariance matrix. Secondly, to investigate the

temporal progression within the network at different time points where early, late and

intermediate effects can be detected.

Each participant’s data were normalised and converted to Talairach space using statistical

parametric mapping (SPM99, http://www.fil.ion.ucl.ac.uk/spm) for group-level comparis-

ons. Non-parametric permutation analysis using SnPM (http://www.fil.ion.ucl.ac.uk/spm)

was computed to assess significant group effects. Regions of interest were determined

based on significant group effects (p < .05, corrected) from SnPM showing significant

peaks of activation within the face perception network. Virtual electrodes were construc-

ted at the peak locations identified for each participant in the SnPM analysis. These

virtual electrodes were based on a covariance matrix constructed using a 4.8 second win-

dow from 2.4 s prior to stimulus onset, to 2.4 s after stimulus onset, with a bandwidth of

1-80 Hz. Time windows for baseline estimation were of equal duration to the time window

of interest to achieve balanced covariance estimation. Time-frequency wavelet plots were
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then computed on the virtual electrode for a window beginning 0 ms to 2400 ms after

stimulus onset. Percent power change from baseline (the 1 s preceding stimulus onset)

was computed at each frequency for both dynamic and static stimuli to give mean (across

epochs and participants) power increases and decreases for the different active and control

stimuli. Then active and control face stimuli were directly contrasted at each region of

interest from 0 ms to 2400 ms after stimulus onset, thresholded at p < .05.

Similar to the analysis method used in chapter 4, two ’active’ states are directly compared

in the SAM analysis, rather than ‘active’ versus ‘passive’, as used in previous MEG and

SAM studies (Singh et al., 2002; Muthukumaraswamy et al., 2006; Lee et al., 2010).

For example, in this study dynamic angry faces were directly compared to static angry

faces rather than to baseline fixation. This methodology was employed in order to use

a more robust control for the dynamic face stimuli (Kaiser et al., 2008) and to maintain

consistency with the fMRI study (see chapter 2). However, in order to correctly interpret

the results from the direct comparisons of the dynamic facial stimuli with their static

counterparts and with dynamic speech, the baseline comparisons must also be computed.

This is because, for example an overall decrease in the dynamic angry versus static angry

facial expression comparison may be driven by either a decrease in power for dynamic

angry faces or an increase in power for static angry faces, hence time-frequency plots for

the direct comparison along with the two baseline conditions were computed.

5.3 Results

5.3.1 Dynamic facial expressions of anger

5.3.1.1 Source analysis results

SAM was computed across twelve different 200 ms time windows using a wide frequency

band of 1-80 Hz, to identify sources of differential activity between dynamic angry and

static angry facial expressions across the length of stimulus presentation. Group analysis

was performed using SnPm to identify significantly clustered peaks across the group of

participants in response to dynamic versus static angry face stimuli. In the first time

window from 0 to 200 ms two regions were identified, one in left IOG and the other

in right STS, that showed significant decreases in oscillatory power for dynamic angry
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relative to static angry expressions across the group.

The next time window showing significant peaks of differential activity was from 400–600

ms post-stimulus onset, where regions in both left middle occipital gyrus and right MTG,

showed significantly greater power in response to dynamic angry relative to static angry

displays. In the following time window from 600–800 ms a peak was found in left superior

frontal gyrus which showed a significant decrease in power to dynamic angry relative to

static angry expressions. Two further regions were identified in the next time window

from 800–1000 ms in bilateral IOG, which showed significantly less power in response to

dynamic relative to static angry expressions. The final time window showing significant

peaks of activation was from 1800 to 2000 ms where regions in left middle frontal gyrus

and right superior frontal gyrus showed significantly less power in response to dynamic

angry relative to static angry expressions. No significant differences were found in any of

the other time windows analysed (see Table 5.1 ).

Table 5.1: Brain regions showing significant differences in oscillatory power in response to
dynamic angry versus static angry facial expressions within the following time windows: (A) 0-
200 ms (B) 400-600 ms (C) 800-1000 ms (D) 1800-2000 ms. Co-ordinates indicate local maxima
in Talairach space. Clusters are significant at p<.05. N = number of participants showing a
peak in that region. L= Left, R = Right.

Region N Pseudo t x y z
(A) 0–200 ms

L Inferior occipital gyrus (BA 18) 12 - 5.37 -30 -86 -15
R Superior temporal sulcus (BA 39) 11 - 5.78 48 -52 12

(B) 400–600 ms
L Middle occipital gyrus (BA 19) 10 + 5.89 -27, -78 18
R Middle temporal gyrus (BA 39) 12 + 5.2 42 -63 18

(C) 800–1000 ms
L Inferior occipital gyrus (BA 18) 11 - 4.87 -30 -84 -9
R Inferior occipital gyrus (BA 18) 10 - 5.64 36 -87 -9

(D) 1800–2000 ms
L Middle frontal gyrus (BA 10) 8 - 3.97 -33 42 18
R Superior frontal gyrus (BA 8) 8 - 3.86 21 18 45

SAM was also computed across twelve different 200 ms time windows using a wide fre-

quency band of 1-80 Hz, to identify sources of differential activity between dynamic angry

and dynamic speech facial displays across the length of stimulus presentation. Once again

group analysis was performed using SnPm to identify significantly clustered peaks across

the group of participants (see Table 5.2). Two regions were identified as showing signific-

antly greater power for dynamic angry relative to dynamic speech displays in the 200-400
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ms time window, one in left IFG and the other in right IFG. A region in right STS

was identified as showing significantly less power for dynamic angry relative to dynamic

speech displays in the 600-800 ms time window. Two regions in bilateral IOG showed

significantly less power for dynamic angry versus dynamic speech displays from 800-1000

ms. Finally, a region in the right insula showed significantly greater power for dynamic

angry compared to dynamic speech displays during the 800-1000 ms time windows. No

significant differences were found in any of the other time windows analysed.

Table 5.2: Brain regions showing significant differences in oscillatory power in response to
dynamic angry facial expressions versus dynamic speech facial displays within the following
time windows: (A) 200-400 ms (B) 600-800 ms (C) 800-1000 ms. Co-ordinates indicate local
maxima in Talairach space. Clusters are significant at p<.05. N = number of participants
showing a peak in that region. L= Left, R = Right.

Region N Pseudo t x y z
(A) 200–400 ms

L Inferior frontal gyrus (BA 46) 12 +3.55 -50 20 12
R Inferior frontal gyrus (BA 45) 11 +3.43 48 18 14

(B) 600–800 ms
R Superior temporal sulcus (BA 22) 12 -3.42 50 -54 16

(C) 800–1000 ms
L Inferior occipital gyrus (BA 18) 13 -4.27 -32 -86 -15
R Inferior occipital gyrus (BA 18) 14 -4.54 3 -86 -12

R Insula (BA 13) 8 +3.45 36 22 12

5.3.1.2 Time frequency results

Dynamic angry versus static angry facial expressions. Virtual electrodes were

constructed at the peak locations identified by SAM in order to examine the time-

frequency characteristics of these regions of interest. Virtual electrodes were only con-

structed for those participants who showed a peak at the selected location in the SAM

volume. The first virtual electrode was constructed in the left IOG where an early dif-

ference between dynamic angry and static angry expressions was found within 200 ms of

stimulus onset in twelve of the fourteen participants (see Figure 5.3.1). This difference

appears to be due to the strong decrease in power to dynamic angry faces which occurs

from stimulus onset. The time-frequency maps show a sustained decrease in power to

dynamic angry faces relative to baseline from stimulus onset in the 8–20 Hz range, while

static faces show a decrease in power slightly later at ~200s in a similar frequency band

from 8–20 Hz, with a shorter latency until ~1s and also an increase in power around 100
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Figure 5.3.1: Group time frequency findings in left inferior occipital gyrus (N=12), shows
early differences between dynamic angry and static angry expressions around 200 ms. This is
due to a larger decrease in power for dynamic angry expressions between 8-35 Hz within 0-200
ms. Top left: Dynamic angry faces versus baseline fixation; Top right: Static angry faces versus
baseline fixation; Bottom left: Dynamic versus static angry faces.

ms from 25-35 Hz. Dynamic versus static angry faces then, show an early power decrease

from 8-35 Hz due to the early decrease in the dynamic condition and the increase to static

faces around 100 ms.

An early difference was also found in the right STS again within 200 ms of stimulus onset

in eleven of the fourteen participants (see Figure 5.3.2). Again this difference is due to

the early decrease in power in response to dynamic angry expressions, where they elicit

an early decrease within 100 ms of stimulus onset sustained until ~1500 ms in the 10–40

Hz range. Static angry expressions elicit a shorter decrease in power from around 200–500

ms at 10–40 Hz. The direct comparison of dynamic and static angry expressions reveals

an early power decrease at ~10 Hz and 22–30 Hz within 200 ms of stimulus onset, which
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Figure 5.3.2: Group time frequency findings in right superior temporal sulcus (N=11),
shows early differences between dynamic angry and static angry expressions within 200
ms. This is due to a larger decrease in power for dynamic angry expressions between 8-30 Hz
within 0-200 ms. Top left: Dynamic angry faces versus baseline fixation; Top right: Static angry
faces versus baseline fixation; Bottom left: Dynamic versus static angry faces.

is due to the early decrease in the dynamic angry condition.

A region in the left middle occipital gyrus showed a significant difference between dynamic

and static angry expressions during the 400-600 ms time window (see Figure 5.3.3), with

greater power in the dynamic angry condition this time, in twelve of the fourteen par-

ticipants. A virtual electrode constructed at this region shows a decrease in power to

dynamic angry expressions from 200–500 ms in the 10–25 Hz range, while static faces

show a larger decrease from 300–600 ms between 8-28 Hz. Dynamic versus static angry

expressions show an early decrease from 5-35 Hz followed by an increase centred around

500 ms from 10–22 Hz which is due to the greater decrease in power to static angry

expressions.

169



Figure 5.3.3: Group time frequency findings in left middle occipital gyrus (N=10), shows
greater power for dynamic angry relative to static angry expressions from 400-600 ms, between
10-22 Hz. This is due to a greater peak decrease in power (8-28 Hz) for static angry expressions
around 400 ms. Top left: Dynamic angry faces versus baseline fixation; Top right: Static angry
faces versus baseline fixation; Bottom left: Dynamic versus static angry faces.

A region in right MTG also showed differences in the 400-600 ms time window, again

with greater power in the dynamic angry condition (see Figure 5.3.4). A virtual electrode

constructed here revealed a very similar response pattern to the region in left middle

occipital gyrus previously described. Once again, dynamic angry faces elicited a sustained

decrease in power mainly between 10–30 Hz, static angry faces elicited a decrease at a

slightly later time of 300 ms and of stronger amplitude from 300–600 ms around 10-40

Hz. Dynamic versus static angry expressions again show an early decrease from 10-30 Hz,

followed by an increase centred around 500 ms ranging from 10-40 Hz, which is due to

the greater power decrease to static angry expressions. This is then followed by a further

power decrease (10-20 Hz) around 800 ms due to the more sustained response to dynamic

angry expressions.
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Figure 5.3.4: Group time frequency findings in right middle temporal gyrus (N=12), shows
greater power for dynamic angry relative to static angry expressions from 400-600 ms, between
10-40 Hz. This is due to a greater peak decrease in power (10-40 Hz) for static angry expressions
around 400 ms. Top left: Dynamic angry faces versus baseline fixation; Top right: Static angry
faces versus baseline fixation; Bottom left: Dynamic versus static angry faces.
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A virtual electrode was then constructed in the left IOG where differences were found

during the 800-1000 ms time interval (see Figure 5.3.5). Once again the dynamic angry

faces showed a very similar response pattern as before, displaying a strong sustained

decrease in power in the 10–20 Hz range from stimulus onset. Static angry faces again

display a sustained decrease in power from around 300 ms in the 10–25 Hz range, this

was sustained until 600 ms then reduced to a more narrowband around 10 Hz. The direct

comparison of dynamic versus static angry faces revealed an early power decrease from

onset to 500 ms in the 5–25 Hz range, followed by a slight increase in power from 10-20

Hz around 500 ms and a decrease from 800-1200 ms between 10–30 and 40-50 Hz which

was due to the greater decrease in power to dynamic angry faces.

Figure 5.3.5: Group time frequency findings in left inferior occipital gyrus (N=11), shows
significantly less power for dynamic angry relative to static angry expressions from 800-1000
ms, between 10-30 Hz. This is due to a greater and more sustained peak decrease in power
for dynamic angry expressions around 800 ms. Top left: Dynamic angry faces versus baseline
fixation; Top right: Static angry faces versus baseline fixation; Bottom left: Dynamic versus
static angry faces.
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A virtual electrode was also constructed in the right IOG where differences were also

found in the 800-1000 ms time window (see Figure 5.3.6). This region showed a very

similar response pattern to that of the left IOG previously described. Dynamic angry

faces elicited a strong sustained power decrease in the 5-30 Hz range from stimulus onset,

while static angry expressions elicited a short increase in power around 200 ms at 5 Hz

and 20-35 Hz followed by a sustained decrease in power from ~400 ms in the 8-30 Hz

range reducing to 8-12 Hz from 800 ms onwards. The comparison of dynamic angry to

static angry expressions revealed a power decrease from onset to 400 ms in the 5-40 Hz

range, followed by an increase in power from 10-22 Hz around 500 ms and once again

followed by a decrease in power from 800 ms in the 5-30 Hz range which was due to the

to the greater decrease in power in the dynamic angry condition.

The final time window where differences between dynamic angry and static angry ex-

pressions were found was from 1800-2000 ms (see Figure 5.3.7). Two frontal regions were

identified, one in left middle frontal gyrus and one in right superior frontal gyrus, dur-

ing this time window both showed significantly less power for dynamic angry relative to

static angry expressions. A virtual electrode constructed in the left middle frontal gyrus

revealed a decrease in power from 15-25 Hz around 1800 ms in the dynamic angry condi-

tion, while static angry expressions elicited an increase in power at ~10 Hz around 1800

ms. The direct comparison of dynamic and static angry expressions revealed a decrease

at 1800 ms around 10 Hz and between 20–25Hz, which seems to be driven by the increase

to the static angry faces at 10 Hz and the decrease in the dynamic angry face condition

around 18–25 Hz.

Finally, the virtual electrode constructed in the region in right superior frontal gyrus (see

Figure 5.3.8) revealed a broadband (10-60 Hz) decrease to dynamic angry expressions

around 1800 ms, while static angry expressions elicited an increase in low frequency power

(~5Hz) around 1800 ms. The direct contrast of dynamic and static angry expressions

revealed a decrease in low frequency power (~5 Hz) due to the increase in the static angry

condition, along with a broadband (10-60 Hz) decrease due to the decrease to dynamic

angry expressions.
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Figure 5.3.6: Group time frequency findings in right inferior occipital gyrus (N=10), shows
significantly less power for dynamic angry relative to static angry expressions from 800-1000
ms, between 5-30 Hz. This is due to a greater and more sustained peak decrease in power
for dynamic angry expressions around 800 ms. Top left: Dynamic angry faces versus baseline
fixation; Top right: Static angry faces versus baseline fixation; Bottom left: Dynamic versus
static angry faces.
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Figure 5.3.7: Group time frequency findings in left middle frontal gyrus (N=8), shows sig-
nificantly less power for dynamic angry relative to static angry expressions from 1800-2000 ms,
between 10-25 Hz. This is due to a greater peak decrease in power for dynamic angry expressions
around 1800 ms. Top left: Dynamic angry faces versus baseline fixation; Top right: Static angry
faces versus baseline fixation; Bottom left: Dynamic versus static angry faces.
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Figure 5.3.8: Group time frequency findings in right superior frontal gyrus (N=8), shows
significantly less power for dynamic angry relative to static angry expressions from 1800-2000
ms between 10-30 Hz. This is due to a greater decrease in power for dynamic angry expressions
from 1400 ms onwards. Top left: Dynamic angry faces versus baseline fixation; Top right:
Static angry faces versus baseline fixation; Bottom left: Dynamic versus static angry faces.
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Dynamic angry versus dynamic speech facial displays. Virtual electrodes were

constructed at the peak locations identified by SAM in order to examine the time-

frequency characteristics of these regions of interest. Virtual electrodes were only con-

structed for those participants who showed a peak at the selected location in the SAM

volume. The first virtual electrode was constructed in the left IFG where early differences

were found between dynamic angry and dynamic speech displays within 400 ms of stimulus

onset in twelve of the fourteen participants (see Figure 5.3.9). This was due to a greater

increase in low frequency power between 2-6 Hz from around 200 ms in the dynamic

angry condition. The next virtual electrode was constructed in the right IFG where early

Figure 5.3.9: Group time frequency findings in left inferior frontal gyrus (N=12), shows
significantly greater power (2-6 Hz) for dynamic angry relative to dynamic speech displays
from 200-1000 ms between. This is due to a greater increase in low frequency power (2-6 Hz) for
dynamic angry expressions from 200 ms onwards. Top left: Dynamic angry faces versus baseline
fixation; Top right: Dynamic speech faces versus baseline fixation; Bottom left: Dynamic angry
versus dynamic speech displays.

differences were also found between dynamic angry and dynamic speech displays within
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400 ms of stimulus onset in eleven of the fourteen participants (see Figure 5.3.10). This

was also due to a greater increase in low frequency power (2-8 Hz) from around 100 ms

in the dynamic angry condition.

Figure 5.3.10: Group time frequency findings in right inferior frontal gyrus (N=11), shows
significantly greater power (2-8 Hz) for dynamic angry relative to dynamic speech displays from
0-800 ms. This is due to a greater increase in power (2-8 Hz) for dynamic angry expressions from
0-800 ms. Top left: Dynamic angry faces versus baseline fixation; Top right: Dynamic speech
faces versus baseline fixation; Bottom left: Dynamic angry versus dynamic speech displays.

A region in right STS showed significantly less power for dynamic angry relative to dy-

namic speech displays in the 600-800 ms time window. A virtual electrode constructed

in this region revealed that the difference was due to greater decreases in power (10-30

Hz) around 400 ms for dynamic angry faces (see Figure 5.3.11). Regions were identified

in bilateral IOG in the 800-1000 ms time window. A virtual electrode constructed in left

IOG revealed significantly greater decreases in power (8-30 Hz) for dynamic angry faces

between 800-1200 ms (see Figure 5.3.12). Similarly, a virtual electrode constructed in
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Figure 5.3.11: Group time frequency findings in right superior temporal sulcus (N=12),
shows significantly less power (8-30 Hz) for dynamic angry relative to dynamic speech displays
from 0-1000 ms. This is due to a greater decrease in power (8-30 Hz) for dynamic angry
expressions between 0-800 ms. Top left: Dynamic angry faces versus baseline fixation; Top right:
Dynamic speech faces versus baseline fixation; Bottom left: Dynamic angry versus dynamic
speech displays.
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Figure 5.3.12: Group time frequency findings in left inferior occipital gyrus (N=13), shows
significantly less power (8-30 Hz) for dynamic angry relative to dynamic speech displays from
800-1200 ms. This is due to a greater decrease in power (8-30 Hz) for dynamic angry expressions
between 800-1200 ms. Top left: Dynamic angry faces versus baseline fixation; Top right: Dy-
namic speech faces versus baseline fixation; Bottom left: Dynamic angry versus dynamic speech
displays.
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right IOG revealed significantly greater decreases in power (10-30 Hz) for dynamic angry

faces between 800-1400 ms (see Figure 5.3.13). Finally, a virtual electrode was construc-

Figure 5.3.13: Group time frequency findings in right inferior occipital gyrus (N=14), shows
significantly less power (10-30 Hz) for dynamic angry relative to dynamic speech displays from
800-1400 ms. This is due to a greater decrease in power (10-30 Hz) for dynamic angry expres-
sions between 800-1400 ms. Top left: Dynamic angry faces versus baseline fixation; Top right:
Dynamic speech faces versus baseline fixation; Bottom left: Dynamic angry versus dynamic
speech displays.

ted in the right insula, this revealed significantly greater increases in low frequency power

(3-12 Hz) for dynamic angry expressions between 400-1200 ms (see Figure 5.3.14).
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Figure 5.3.14: Group time frequency findings in right insula (N=8) shows significantly
greater power (3-20 Hz) for dynamic angry relative to dynamic speech displays from 400-1600 ms
between. This is due to a greater increase in low frequency power (3-12 Hz) for dynamic angry
expressions around 800 ms. Top left: Dynamic angry faces versus baseline fixation; Top right:
Dynamic speech faces versus baseline fixation; Bottom left: Dynamic angry versus dynamic
speech displays.
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5.3.2 Dynamic facial expressions of happiness

5.3.2.1 Source analysis results

Once again SAM was computed across twelve different 200 ms time windows using a wide

frequency band of 1-80 Hz, to identify sources of differential activity between dynamic

happy and static happy facial expressions, across the length of stimulus presentation.

Group analysis was performed using SnPm to identify significantly clustered peaks across

the group of participants in response to dynamic happy versus static happy face stimuli

(see Table 5.3). In the first time window from 0 to 200 ms peaks were identified in bilateral

IOG that showed significant decreases in oscillatory power for dynamic happy relative to

static happy expressions across the group, while a region in right IFG showed significant

increases in power for dynamic happy compared to static happy facial expressions.

In the following time window from 200 to 400 ms a significant peak was found in right

middle occipital gyrus showing significantly greater power for dynamic happy relative to

static happy expressions. In the next time window from 400 to 600 ms significant peaks

were identified in bilateral fusiform gyri, and left postcentral gyrus, all showing greater

power for dynamic happy relative to static happy expressions, while a region in left IFG

showed significantly less power for dynamic happy expressions relative to static. A peak

in left postcentral gyrus was also identified in the subsequent time window from 600 to

800 ms, again showing significantly greater power for dynamic happy expressions relative

to static happy expressions.

A region in left middle occipital gyrus showed significantly less power for dynamic happy

expressions compared to static in the 800–1000 ms time window. Peaks were identified in

left MTG and right STS showing significantly less power for dynamic happy relative to

static happy expressions in the time interval from 1000 to 1200 ms. In the following time

window from 1200 to 1400 ms, peaks were found in bilateral fusiform gyri, again showing

significantly less power for dynamic happy expressions relative to static. Finally, in a

later time window from 2000 to 2200 ms a peak was found in left STS that showed signi-

ficantly less power for dynamic happy relative to static happy expressions. No significant

differences were found in any of the other time windows analysed.

SAM was also computed across twelve different 200 ms time windows using a wide fre-

quency band of 1-80 Hz, to identify sources of differential activity between dynamic happy
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Table 5.3: Brain regions showing significant differences in oscillatory power in response to
dynamic happy versus static happy facial expressions within the following time windows: (A)
0-200 ms (B) 200-400 ms (C) 400-600 ms (D) 600-800 ms (E) 800-1000 ms (F) 1000-1200 ms
(G) 1200-1400 ms (H) 2000-2200 ms. Co-ordinates indicate local maxima in Talairach space.
Clusters are significant at p<.05. N = number of participants showing a peak in that region.
L= Left; R = Right.

Region N Pseudo t x y z
(A) 0–200 ms

R Inferior frontal gyrus (BA 45) 10 + 3.96 51 24 15
L Inferior occipital gyrus (BA 18) 12 - 4.87 -48 -84 -9
R Inferior occipital gyrus (BA 18) 12 - 5.97 42 -84 -12

(B) 200–400 ms
R Middle occipital gyrus (BA 19) 9 + 5.42 27 -86 12

(C) 400-600 ms
L Fusiform gyrus (BA 37) 11 + 5.71 -40 -45 -16
R Fusiform gyrus (BA 37) 10 +5.44 51 -45 -16

L Inferior frontal gyrus (BA 13) 9 - 4.51 -42 27 6
L Postcentral gyrus (BA 3) 8 +3.89 -48 -18 40

(D) 600-800 ms
L Postcentral gyrus (BA 2) 9 +3.69 -42 -27 33

(E) 800–1000 ms
L Middle occipital gyrus (BA 19) 11 - 4.49 -54 -81 8

(F) 1000–1200 ms
L Middle temporal gyrus (BA 21) 10 - 5.7 -48 3 -20

R Superior temporal sulcus (BA 22) 11 - 4.9 52 -40 12
(G) 1200–1400 ms

R Fusiform gyrus (BA 37) 12 - 4.7 50 -45 -12
(H) 2000 – 2200 ms

L Superior temporal sulcus (BA 22) 8 - 4.45 -55 -45 15
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and dynamic speech facial displays across the length of stimulus presentation. Once again

group analysis was performed using SnPm to identify significantly clustered peaks across

the group of participants (see Table 2.6). Two regions were identified as showing signific-

antly greater power for dynamic happy relative to dynamic speech displays in the 0-200 ms

time window, one in left IFG and the other in right IFG. A region in left middle occipital

gyrus was identified as showing significantly less power for dynamic happy compared to

dynamic speech displays between 200-400 ms. Lastly a region in the left fusiform gyrus

showed significantly less power for dynamic happy compared to dynamic speech displays

in the time window between 1000-1200 ms. No significant differences were found in any

of the other time windows analysed.

Table 5.4: Brain regions showing significant differences in oscillatory power in response to
dynamic happy facial expressions versus dynamic speech facial displays within the following
time windows: (A) 0-200 ms (B) 200-400 ms (C) 1000-1200 ms. Co-ordinates indicate local
maxima in Talairach space. Clusters are significant at p<.05. N = number of participants
showing a peak in that region. L= Left, R = Right.

Region N Pseudo t x y z
(A) 0–200 ms

L Inferior frontal gyrus (BA 45) 8 +3.63 -50 18 14
R inferior frontal gyrus (BA 46) 9 +3.84 42 14 18

(B) 200–400 ms
L Middle occipital gyrus (BA 19) 12 -3.98 -57 -75 -3

(C) 1000–1200 ms
L Fusiform gyrus (BA 37) 12 -3.37 -40 -56 -12

5.3.2.2 Time frequency results

Dynamic happy versus static happy facial expressions. Virtual electrodes were

again constructed at the peak locations identified by SAM in order to map the time-

frequency characteristics of these regions of interest. Virtual electrodes were only con-

structed for those participants who showed a peak at the selected location in the SAM

volume. The first virtual electrode was constructed in a region in right IFG where an early

difference between dynamic happy and static happy expressions was found within 200 ms

of stimulus onset (see Figure 5.3.15), showing greater power for dynamic happy expres-

sions relative to static. In the dynamic happy condition the time-frequency map shows

an early increase in low frequency power (3-6 Hz) from 0-500 ms and a shorter power

increase from 8-12 Hz within 200 ms of stimulus onset. Static faces relative to baseline
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Figure 5.3.15: Group time frequency findings in right inferior frontal gyrus (N=10), shows
early differences between dynamic happy and static happy expressions around 200 ms between
5-30 Hz. This is due to an increase in power (3-6 Hz) for dynamic happy faces and a decrease
in power for static happy expressions (10-45 Hz) within 0-200 ms. Top left: Dynamic happy
faces versus baseline fixation; Top right: Static happy faces versus baseline fixation; Bottom
left: Dynamic versus static happy faces.

show a sustained increase between 2–6 Hz from 100 ms, along with a power decrease in

the 10-45 Hz range. The direct comparison of dynamic versus static happy expressions

shows an early increase in power within 200 ms ranging from 5 Hz to 30 Hz, which is due

to both the low frequency power increase to dynamic happy expressions and the broader

power decrease in the happy static condition.

An early difference was also found in a region in left IOG within 200 ms of stimulus

onset (see Figure 5.3.17). A virtual electrode constructed at this region revealed that

this difference is due to an early decrease in power in response to dynamic happy expres-

sions, where they elicited an early sustained decrease from stimulus onset in the 8–30

Hz frequency range but centred around 10 Hz. Static happy faces showed a small power
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Figure 5.3.16: Group time frequency findings in left inferior occipital gyrus (N=12), shows
early differences between dynamic happy and static happy expressions around 200 ms between
8-30 Hz. This is due to a greater decrease in power (8-30 Hz) for dynamic happy faces within
0-200 ms. Top left: Dynamic happy faces versus baseline fixation; Top right: Static happy faces
versus baseline fixation; Bottom left: Dynamic versus static happy faces.

increase around 5 Hz within 200 ms of stimulus onset followed by a later decrease in

power from 300 ms in the 8–30 Hz range. The direct comparison of dynamic happy and

static happy expressions shows an early decrease from stimulus onset until around 400

ms in the 8-30 Hz range due to the decrease in power to dynamic happy expressions

(see Figure 5.3.16). A virtual electrode was also placed in a region in right IOG which

again showed early differences between dynamic and static happy expressions within 200

ms. Dynamic happy expressions relative to baseline show a sustained early decrease in

power from stimulus onset, centred around 10 Hz and spanning 8–30 Hz. Static happy

expressions again elicited a small increase in power around 5 Hz within 200s, followed by

a sustained decrease in power from around 300 ms in the 8-30 Hz range. Dynamic versus

static happy expressions again show an early power decrease within 200 ms from 8–30 Hz
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Figure 5.3.17: Group time frequency findings in right inferior occipital gyrus (N=12), shows
early differences between dynamic happy and static happy expressions around 200 ms between
8-30 Hz. This is due to a greater decrease in power (8-30 Hz) for dynamic happy faces within
0-200 ms. Top left: Dynamic happy faces versus baseline fixation; Top right: Static happy faces
versus baseline fixation; Bottom left: Dynamic versus static happy faces.

due to the decrease in power in the dynamic happy condition.

A virtual electrode was then constructed in a region in right middle occipital gyrus which

was identified in the 200-400 ms time interval as showing greater power for dynamic

happy relative to static happy faces (see Figure 5.3.18). Dynamic happy faces relative to

baseline showed a sustained decrease in power from stimulus onset in the 8-30 Hz range,

while static happy expressions elicited a sustained decrease in power from 200 ms again

in the 8-30 Hz range, showing a strong decrease from 400 to 600 ms. The direct contrast

of dynamic and static happy expressions shows an early decrease within 200 ms from 5-30

Hz followed by an increase from 300 to 600 ms in the 8-35 Hz range which is due to the

greater decrease in power in the static happy condition at this time interval .
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Figure 5.3.18: Group time frequency findings in right middle occipital gyrus (N=9), shows
greater power for dynamic happy relative to static happy expressions within 200-400 ms between
8-30 Hz. This is due to a greater peak decrease in power (8-30 Hz) for static happy faces within
200-400 ms. Top left: Dynamic happy faces versus baseline fixation; Top right: Static happy
faces versus baseline fixation; Bottom left: Dynamic versus static happy faces.
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A region in left fusiform gyrus showed greater power for dynamic happy expressions in

the 400-600 ms time window (see Figure 5.3.19). A virtual electrode constructed here

revealed that dynamic happy expressions relative to baseline elicited an early sustained

power decrease in the range of 8-28 Hz, centred around 10 Hz. Static happy faces elicited

an early increase in power at ~5 Hz and also 25–35 Hz, followed by a strong sustained

power decrease from around 400 ms again in the range of 8-28 Hz and centred around 10

Hz. The direct contrast of dynamic versus static happy expressions revealed a decrease in

power within 200 ms in the range of 5-35 Hz, followed by an increase in power from 400

to 600 ms in the 12-40 Hz range as a result of the strong power decrease to static happy

expressions during this time period.

Figure 5.3.19: Group time frequency findings in left fusiform gyrus (N=11), shows greater
power for dynamic happy relative to static happy expressions within 400-600 ms between 12-40
Hz. This is due to a greater peak decrease in power (8-28 Hz) for static happy faces around
500 ms. Top left: Dynamic happy faces versus baseline fixation; Top right: Static happy faces
versus baseline fixation; Bottom left: Dynamic versus static happy faces.
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Similarly, a region in right fusiform gyrus showed greater power for dynamic happy expres-

sions in the 400-600 ms time window (see Figure 5.3.20). A virtual electrode constructed

here revealed that dynamic happy expressions relative to baseline elicited an early sus-

tained power decrease again centred around 10 Hz along with a slight increase in low

frequency power (2-6 Hz) within 200 ms. Static happy expressions also showed an early

increase in low frequency power (2-6 Hz), this was followed by a strong decrease in power

from around 300–800 ms in the 8-30 Hz range. Dynamic versus static happy expressions

show an early decrease in power from 5-35 Hz within 300 ms, followed by an increase

between 400–800 ms in the 8-25 Hz range, which is due to the strong decrease in the

static happy condition during this time period.

Figure 5.3.20: Group time frequency findings in right fusiform gyrus (N=10), shows greater
power for dynamic happy relative to static happy expressions within 400-600 ms between 8-25
Hz. This is due to a greater peak decrease in power (8-30 Hz) for static happy faces around
500 ms. Top left: Dynamic happy faces versus baseline fixation; Top right: Static happy faces
versus baseline fixation; Bottom left: Dynamic versus static happy faces.
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A region in left IFG was also identified as showing differences in the 400-600 ms time

window, but this time it was due to significantly less power for dynamic happy expressions

relative to static (see Figure 5.3.21). A virtual electrode revealed an early increase in low

frequency power (1-5 Hz) from 0–500 ms, along with a decrease ranging from 10-30 Hz

within 500 ms in the dynamic happy condition relative to baseline. The static happy

expressions elicited a stronger increase in low frequency power (1-7 Hz) from 300–1000

ms, along with a decrease from 300–800 ms in the 16-30 Hz range. The direct comparison

of dynamic and static happy expressions showed a decrease in low frequency power (2-10

Hz) around 400 ms due to the increase in power in the static happy condition, as well

as a decrease in the 15-22 Hz range at 500s as a result of the corresponding decrease in

power in the dynamic happy condition.

The next virtual electrode was constructed in a region in left postcentral gyrus which

showed greater power for dynamic happy relative to static happy expressions during the

same time window from 400-600 ms (see Figure 5.3.22). Here, dynamic happy expressions

elicited a decrease in power from 100–500 ms in the 20–60 Hz range, while static happy

expressions showed a stronger decrease in power from 100–700 ms in the 15–60 Hz range.

Dynamic versus static happy expression showed an increase in power between 400 and 800

ms in the 5-50 Hz range, due to the greater decrease in power to static happy expressions

during this time period.

The next virtual electrode was also constructed in a region in left postcentral gyrus,

which showed greater power for dynamic happy faces during the 600-800 ms time window

(see Figure 5.3.23). Dynamic happy expressions elicited an early decrease in power from

stimulus onset to 600 ms within a broad frequency range of ~8-50 Hz, while static happy

expressions elicited a short increase in low frequency power (4-6 Hz) at 200 ms followed by

a broader decrease in power (10-40 Hz) from 400 ms. The direct comparison of dynamic

and static happy expressions revealed an early decrease in power from 6-12 Hz and 20-25

Hz within 200 ms followed by a broader increase in power (10-40 Hz) from 500–900 ms

as a result of the stronger power decrease in the static happy condition during this time

period.

A region in left middle occipital gyrus was identified as showing less power in the dynamic

happy condition relative to static during the 800-1000 ms time interval (see Figure 5.3.24).
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Figure 5.3.21: Group time frequency findings in left inferior frontal gyrus (N=9), shows
decreased power for dynamic happy relative to static happy expressions within 400-600 ms
between 2-22 Hz. This is due to an increase in low frequency power (2-10 Hz) and a decrease in
power (15-22 Hz) for dynamic happy faces around 400 ms. Top left: Dynamic happy faces versus
baseline fixation; Top right: Static happy faces versus baseline fixation; Bottom left: Dynamic
versus static happy faces.
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Figure 5.3.22: Group time frequency findings in left postcentral gyrus (N=8), shows greater
power for dynamic happy relative to static happy expressions within 400-600 ms between 5-50
Hz. This is due to a greater decrease in power (15-60 Hz) for static happy faces around 500 ms.
Top left: Dynamic happy faces versus baseline fixation; Top right: Static happy faces versus
baseline fixation; Bottom left: Dynamic versus static happy faces.
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Figure 5.3.23: Group time frequency findings in left postcentral gyrus (N=9), shows greater
power for dynamic happy relative to static happy expressions within 600-800 ms between 10-40
Hz. This is due to a greater decrease in power (10-40 Hz) for static happy faces around 600 ms.
Top left: Dynamic happy faces versus baseline fixation; Top right: Static happy faces versus
baseline fixation; Bottom left: Dynamic versus static happy faces.
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A virtual electrode constructed in this region revealed that dynamic faces once again

elicited an early sustained power decrease from stimulus onset ranging from 8-30 Hz and

centred around 10 Hz. Static happy expressions also elicited a sustained response but with

a slightly later onset around 100 ms, again ranging from 8-30 Hz and centred around 10

Hz, however this response reduced from 800 ms onwards. The direct contrast of dynamic

versus static happy expressions revealed an early power decrease in the range of 8–40

Hz within 200 ms, followed by a power increase from 300–600 ms in the 10-20 Hz range,

which was then followed by a decrease in power in the range of 12-35 Hz at 800 ms which

was due to the greater decrease in power to dynamic happy faces at this time.

Figure 5.3.24: Group time frequency findings in left middle occipital gyrus (N=11), shows
decreased power for dynamic happy relative to static happy expressions within 800-1000 ms
between 12-35 Hz. This is due to a greater peak decrease in power (12-35 Hz) for dynamic
happy faces from 800 ms onwards. Top left: Dynamic happy faces versus baseline fixation; Top
right: Static happy faces versus baseline fixation; Bottom left: Dynamic versus static happy
faces.

A region in left MTG showed less power in response to dynamic happy relative to static
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happy expressions during the 1000-1200 ms time window (see Figure 5.3.25). A virtual

electrode constructed here showed that dynamic happy expressions relative to baseline

once again elicited an early sustained decrease in power in the range of 10-40 Hz centred

around 10 Hz, while static happy faces showed a short increase in low frequency power

(5 Hz) around 200 ms, followed by a decrease in higher frequency power (8-30 Hz) from

200–1000 ms, along with a short power increase around 1000 ms at 15 Hz. The direct

comparison of dynamic and static happy expressions showed an early power decrease

(10–20 Hz) within 200s, followed by a power increase ranging from 4-22 Hz at around 500

ms. This was then followed by a broad decrease in power ranging from 8-35 Hz at ~1000

ms as a result of the decrease in power to dynamic happy expressions.

Figure 5.3.25: Group time frequency findings in left middle temporal gyrus (N=10), shows
decreased power for dynamic happy relative to static happy expressions within 1000-1200 ms
between 8-35 Hz. This is due to a greater decrease in power (10-40 Hz) for dynamic happy faces
from 800 ms onwards. Top left: Dynamic happy faces versus baseline fixation; Top right: Static
happy faces versus baseline fixation; Bottom left: Dynamic versus static happy faces.

197



A region in right STS also showed a power decrease in response to dynamic happy relative

to static happy expressions during the 1000-1200 ms time window (see Figure 5.3.26). A

virtual electrode constructed here showed that dynamic happy faces again elicited an

early sustained decrease in power in the range of 8-40 Hz, primarily centred around 12

Hz for stimulus duration, along with a decrease in low frequency power (4-6 Hz) from

600-2000 ms. Static happy faces showed a decrease from 200-800 ms in the range of 8-30

Hz followed by a later power decrease of reduced amplitude from 1400-2500 ms in the

10-20 Hz range. Dynamic happy relative to static happy expressions showed an early

decrease in power within 200s from 5–40 Hz, followed by a power increase around 500

ms from 10-40 Hz, which was then followed by a broader power decrease (5-35 Hz) from

around 800 ms due to the sustained decrease in power in the dynamic happy condition.

Similarly a region in right fusiform gyrus showed decreased power in the dynamic happy

condition relative to static happy during the 1200-1400 ms time window (see Figure 5.3.27).

The virtual electrode constructed here revealed a very similar response to dynamic happy

expressions, with a sustained power decrease in the 10-30 Hz range. Static happy expres-

sions relative to baseline also showed a sustained decrease from 10-30 Hz again with a

slightly later onset of 200 ms and a reduction in amplitude from ~1000 ms onwards. Slight

increases in high frequency power (30-60 Hz) were also present, along with increases in

low frequency power (2-6 Hz) from 500 ms onward. The direct contrast of dynamic and

static happy expressions again showed an early power decrease within 200 ms in the 5-30

Hz range, followed by a power increase around 500 ms in the 10-25 Hz range which was

then followed by a broad decrease in power (2-40 Hz) from 1000 ms as a result of the

more sustained decrease in power to dynamic happy expressions and also the increases in

high (30-60 Hz) and low (2-6 Hz) frequency power to static happy expressions.

The final virtual electrode was placed in a region in left STS where decreased power

to dynamic happy relative to static happy expressions was found in the 2000-2200 ms

time interval (see Figure 5.3.28). Dynamic happy expressions compared to baseline show

scattered power decreases but note the broad power decrease from 2000 ms ranging from

5-60 Hz. Static happy faces compared to baseline also show scattered decreases in power

(10-40 Hz) along with an increase in power around 2000 ms at 5 Hz and in the 20-60 Hz

range. The direct comparison of dynamic and static happy expressions shows a power
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Figure 5.3.26: Group time frequency findings in right superior temporal sulcus (N=11),
shows decreased power for dynamic happy relative to static happy expressions within 1000-1200
ms between 5-35 Hz. This is due to a greater and more sustained decrease in power (8-40 Hz)
for dynamic happy faces from 800 ms onwards. Top left: Dynamic happy faces versus baseline
fixation; Top right: Static happy faces versus baseline fixation; Bottom left: Dynamic versus
static happy faces.

199



Figure 5.3.27: Group time frequency findings in right fusiform gyrus (N=12), shows decreased
power for dynamic happy relative to static happy expressions within 1200-1400 ms between 2-40
Hz. This is due to a greater and more sustained decrease in power (10-30 Hz) for dynamic happy
faces from 1000 ms onwards. Top left: Dynamic happy faces versus baseline fixation; Top right:
Static happy faces versus baseline fixation; Bottom left: Dynamic versus static happy faces.
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decrease around 2000 ms ranging from 8-35 Hz which is as a result of both the decrease

in power in the dynamic happy condition as well as the slight power increase in the static

happy condition.

Figure 5.3.28: Group time frequency findings in left superior temporal sulcus (N=8), shows
decreased power for dynamic happy relative to static happy expressions within 2000-2200 ms
between 8-35 Hz. This is due to a decrease in power (5-60 Hz) for dynamic happy faces around
2000 ms. Top left: Dynamic happy faces versus baseline fixation; Top right: Static happy faces
versus baseline fixation; Bottom left: Dynamic versus static happy faces.

Dynamic happy versus dynamic speech displays. Virtual electrodes were again

constructed at the peak locations identified by SAM in order to map the time-frequency

characteristics of these regions of interest. Virtual electrodes were only constructed for

those participants who showed a peak at the selected location in the SAM volume. The

first two virtual electrodes were constructed in bilateral IFG where early differences were

found between dynamic happy and dynamic speech displays within 200 ms of stimulus

onset. In left IFG this early difference was due to significantly greater increases in low
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frequency power (2-6 Hz) for dynamic happy facial expressions within 200 ms of stimulus

onset (see Figure 5.3.29). Similarly in right IFG the early difference was again due to

Figure 5.3.29: Group time frequency findings in left inferior frontal gyrus (N=8), shows
significantly greater power (2-6 Hz) for dynamic happy relative to dynamic speech facial displays
between 0-800 ms. This is due to a greater increase in low frequency power (2-6 Hz) for dynamic
happy faces within 200 ms of stimulus onset. Top left: Dynamic happy faces versus baseline
fixation; Top right: Dynamic speech faces versus baseline fixation; Bottom left: Dynamic happy
versus dynamic speech faces.

significantly greater increases in low frequency power (2-6 Hz) for dynamic happy relative

to dynamic speech facial expressions from 0-500 ms (see Figure 5.3.30).

A virtual electrode was then constructed in left middle occipital gyrus and revealed sig-

nificantly greater decreases in power (8-22 Hz) for dynamic happy faces from 200-800

ms (see Figure 5.3.31). The final virtual electrode was constructed in the left fusiform

gyrus and this also revealed significantly greater decreases in power (6-20 Hz) for dynamic

happy facial expressions between 900-1600 ms (see Figure 5.3.32).
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Figure 5.3.30: Group time frequency findings in right inferior frontal gyrus (N=9), shows
significantly greater power (2-6 Hz) for dynamic happy relative to dynamic speech facial displays
between 0-500 ms. This is due to a greater increase in low frequency power (2-6 Hz) for dynamic
happy faces within 200 ms of stimulus onset. Top left: Dynamic happy faces versus baseline
fixation; Top right: Dynamic speech faces versus baseline fixation; Bottom left: Dynamic happy
versus dynamic speech faces.
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Figure 5.3.31: Group time frequency findings in left middle occipital gyrus (N=12), shows
significantly less power (8-22 Hz) for dynamic happy relative to dynamic speech facial displays
between 200-800 ms. This is due to a greater decrease in power (8-22 Hz) for dynamic happy faces
around 200 ms. Top left: Dynamic happy faces versus baseline fixation; Top right: Dynamic
speech faces versus baseline fixation; Bottom left: Dynamic happy versus dynamic speech faces.
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Figure 5.3.32: Group time frequency findings in left fusiform gyrus (N=12), shows signific-
antly less power (6-20 Hz) for dynamic happy relative to dynamic speech facial displays between
900-1600 ms. This is due to a greater decrease in power (6-20 Hz) for dynamic happy faces
from 900-1600 ms. Top left: Dynamic happy faces versus baseline fixation; Top right: Dynamic
speech faces versus baseline fixation; Bottom left: Dynamic happy versus dynamic speech faces.
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5.3.3 Dynamic speech versus static speech facial displays

5.3.3.1 Source analysis results

SAM was again computed across twelve different 200 ms time windows using a wide

frequency band of 1-80 Hz, to identify sources of differential activity between dynamic

speech and static speech facial displays, across the length of stimulus presentation. Group

analysis was again performed using SnPm to identify significantly clustered peaks across

the group of participants in response to dynamic speech versus static speech face stimuli.

In the first time window from 0 to 200 ms peaks were identified in bilateral IFG that

showed significantly greater oscillatory power in response to dynamic speech relative to

static speech displays across the group, while regions in bilateral IOG showed significantly

less power for dynamic speech compared to static speech displays. In the subsequent time

window from 200-400 ms a peak was again identified in left IOG, this time showing

significantly greater power for dynamic speech relative to static speech displays. A peak

was identified in right STS in a later time window from 800-1000 ms, showing significantly

less power for dynamic relative to static speech displays.

Three peaks were identified in the following time window from 1000-1200 ms, one in left

postcentral gyrus showing significantly greater power for dynamic relative to static speech,

along with a peak in left middle occipital gyrus and left IFG, both showing significantly

less power for dynamic speech relative to static speech displays. In the next time window

from 1200-1400 a peak was identified in left MTG as showing significantly less power for

dynamic relative to static speech displays, and a peak in was also found in left middle

frontal gyrus showing significantly less power for dynamic speech relative to static speech

displays.

Two peaks were found in a later time window from 1800-2000 ms, in right IOG and

right MTG, both showing significantly less power for dynamic compared to static speech

displays. Another three peaks were found in the subsequent time window from 2000-2200

ms, in left MTG and bilateral STS, again all showing significantly less power for dynamic

relative to static speech displays. Finally, two peaks were identified in the time window

from 2200-2400 ms in right IOG and right STS, both showing significantly less power in

response to dynamic compared to static speech displays.
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Table 5.5: Brain regions showing significant differences in oscillatory power in response to
dynamic speech versus static speech facial displays within the following time windows: (A) 0-
200 ms (B) 800-1000 ms (C) 1000-1200 ms (D) 1200-1400 ms (E) 1800-2000 ms (F) 2000-2200
ms and (G) 2200-2400 ms. Co-ordinates indicate local maxima in Talairach space. Clusters are
significant at p<.05. N = number of participants showing a peak in that region. L = Left; R =
Right.

Region N Pseudo t x y z
(A) 0–200 ms

L Inferior frontal gyrus (BA 46) 8 +3.82 -42 42 6
R Inferior frontal gyrus (BA 47) 10 +4.54 57 33 -10
L Inferior occipital gyrus (BA 19) 12 - 5.51 -48 -80 -6
R Inferior occipital gyrus (BA 19) 12 - 6.09 48 -80 -6

(B) 800–1000 ms
R Superior temporal sulcus (BA 22) 9 - 4.05 52 -48 8

(C) 1000-1200 ms
L Postcentral gyrus (BA 3) 9 + 4.48 -42 -24 60

L Middle occipital gyrus (BA 18) 10 - 3.68 -30 -81 -9
L Inferior frontal gyrus (BA 47) 8 - 4.76 -39 21 2

(D) 1200-1400 ms
L Middle temporal gyrus (BA 21) 10 - 3.98 -51 6 -20
L Middle frontal gyrus (BA 6) 9 - 3.73 -30 6 52

(E)1800–2000 ms
R Inferior occipital gyrus (BA 18) 11 - 4.69 33 -87 -6
R Middle temporal gyrus (BA 21) 10 - 4.55 68 -15 -6

(F) 2000–2200 ms
R Superior temporal sulcus (BA 13) 9 - 4 .44 51 -42 18

(G) 2200-2400 ms
R Inferior occipital gyrus (BA 18) 12 - 4.63 36 -84 -12
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5.3.3.2 Time frequency results

Virtual electrodes were again constructed at the peak locations identified by SAM in order

to map the time-frequency characteristics of responses at these regions of interest. Once

again virtual electrodes were only constructed for those participants who showed a peak

at the selected location in the SAM volume. Firstly, virtual electrodes were constructed in

bilateral IFG, where early differences between dynamic speech and static speech displays

were found within 200 ms of stimulus onset, showing greater power for dynamic speech

displays relative to static.

A virtual electrode constructed in the region in left IFG showed an increase in power

from 5-10 Hz and 20-40 Hz within 200 ms of stimulus onset for dynamic speech relative

to static speech displays (see Figure 5.3.33). This is driven by the slight increase in power

from 3-10 Hz in response to dynamic speech relative to baseline, along with a decrease in

power from 20-40 Hz for static speech relative to baseline. A virtual electrode constructed

in the region in right IFG showed a similar power increase from 5-25 Hz and 40-60 Hz for

dynamic relative to static speech displays within 200 ms (see Figure 5.3.34). This increase

in power is driven by an increase in low frequency power from 3-10 Hz for dynamic speech

relative to baseline, and also by a decrease in high frequency power between 20-60 Hz for

static speech displays relative to baseline.

Early differences were also found in bilateral IOG, this time showing significantly less

power for dynamic relative to static speech displays within 200 ms of stimulus onset.

A virtual electrode constructed in left IOG revealed a strong power decrease between

5-22 Hz for dynamic relative to static speech displays within 200 ms of stimulus onset

(see Figure 5.3.35). The time frequency map shows a strong sustained decrease in power

in response to dynamic speech displays compared to baseline between 5-20 Hz for the

duration of presentation. Static speech displays relative to baseline also show a sustained

decrease in power between 5-20 Hz but at a later time from ~300 ms onwards.

A similar response pattern was found in the region in right IOG, where the direct contrast

of dynamic and static speech displays revealed a decrease in power between 5-25 Hz within

200 ms.. This is again driven by a sustained decrease in power to dynamic speech displays

between 5-25 Hz from stimulus onset. Static speech displays relative to baseline show

an early increase in power between 15-60 Hz followed by a sustained decrease in power
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Figure 5.3.33: Group time frequency findings in left inferior frontal gyrus (N=8), shows early
differences between dynamic speech and static speech displays around 200 ms, between 5-40 Hz.
This is due to an increase in low frequency power (3-10 Hz) for dynamic speech faces and a
decrease in power for static speech faces (20-40 Hz) within 0-200 ms. Top left: Dynamic speech
faces versus baseline fixation; Top right: Static speech faces versus baseline fixation; Bottom
left: Dynamic versus static speech faces.
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Figure 5.3.34: Group time frequency findings in right inferior frontal gyrus (N=10), shows
early differences between dynamic speech and static speech displays around 200 ms, between
5-60 Hz. This is due to an increase in low frequency power for dynamic speech faces (3-10 Hz)
and a decrease in high frequency power for static speech faces (20-60 Hz) within 0-200 ms. Top
left: Dynamic speech faces versus baseline fixation; Top right: Static speech faces versus baseline
fixation; Bottom left: Dynamic versus static speech faces.
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Figure 5.3.35: Group time frequency findings in left inferior occipital gyrus (N=12), shows
early differences between dynamic speech and static speech displays around 200 ms, between
5-22 Hz. This is due to an early decrease in power (5-20 Hz) for dynamic speech faces within
0-200 ms. Top left: Dynamic speech faces versus baseline fixation; Top right: Static speech faces
versus baseline fixation; Bottom left: Dynamic versus static speech faces.
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between 10-20 Hz (see Figure 5.3.36 ). A virtual electrode constructed in the region in

Figure 5.3.36: Group time frequency findings in right inferior occipital gyrus (N=12), shows
early differences between dynamic speech and static speech displays around 200 ms between
5-22 Hz. This is due to an early decrease in power (5-20 Hz) for dynamic speech faces within
0-200 ms. Top left: Dynamic speech faces versus baseline fixation; Top right: Static speech faces
versus baseline fixation; Bottom left: Dynamic versus static speech faces.

right STS revealed a decrease in power between 5-20 Hz and 40-60 Hz from 800-1000 ms

for dynamic speech displays compared to static (see Figure 5.3.37). This appears to be

driven by the sustained decrease in power from ~500 ms onwards between 5-30 Hz in the

dynamic speech condition relative to baseline. Decreases in high frequency power between

40-80 Hz are also present in the dynamic speech condition, whereas static speech displays

elicited an early and less sustained decrease in lower frequency power between 10-40 Hz.

The next virtual electrode was constructed in a region in left postcentral gyrus that showed

significantly greater power for dynamic speech relative to static from 1000-1200 ms (see

Figure 5.3.38). The direct contrast of dynamic versus static speech displays revealed an
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Figure 5.3.37: Group time frequency findings in right superior temporal sulcus (N=9), shows
significantly less power for dynamic speech relative to static speech displays within 800-1000 ms,
between 10-40 Hz. This is due to a sustained decrease in power (5-30 Hz) for dynamic speech
faces from 500 ms onwards. Top left: Dynamic speech faces versus baseline fixation; Top right:
Static speech faces versus baseline fixation; Bottom left: Dynamic versus static speech faces.
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increase in power between 8-35 Hz centred around 1000 ms. This appears to be due to a

power increase from 12-30 Hz in the dynamic speech condition and a decrease in power

in the static speech condition from 10-20 Hz within this time period.

Figure 5.3.38: Group time frequency findings in left postcentral gyrus (N=9), shows signific-
antly greater power for dynamic speech relative to static speech displays within 1000-1200 ms,
between 8-35 Hz. This is due to an increase in power (12-30 Hz) for dynamic speech faces and
a decrease in power (10-20 Hz) for static speech faces within 1000-1200 ms. Top left: Dynamic
speech faces versus baseline fixation; Top right: Static speech faces versus baseline fixation;
Bottom left: Dynamic versus static speech faces.

During this same time window from 1000-1200 ms a regions in left middle occipital gyrus

was identified as showing significantly less power for dynamic speech displays relative to

static. A virtual electrode constructed in this region showed a decrease in power between

5-30 Hz from 1000-1500 ms for dynamic relative to static speech displays. This appears

to be driven by a sustained decrease in power between 5-20 Hz from 800 ms onwards in

the dynamic speech condition. While the contrast of static faces with baseline, shows an

early power decrease from 10-30 Hz within 500 ms of stimulus onset followed by a later
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power decrease from approximately 1500 ms onwards (see Figure 5.3.39).

Figure 5.3.39: Group time frequency findings in left middle occipital gyrus (N=10), shows
significantly less power for dynamic speech relative to static speech displays within 1000-1200
ms, between 5-30 Hz. This is due to a sustained decrease in power (5-20 Hz) for dynamic speech
faces from 800 ms onwards. Top left: Dynamic speech faces versus baseline fixation; Top right:
Static speech faces versus baseline fixation; Bottom left: Dynamic versus static speech faces.

A region in left IFG also showed significantly less power for dynamic relative to static

speech displays during the 1000-1200 ms time window (see Figure 5.3.40). The time

frequency map shows a decrease in power between 8-40 Hz at ~1000 ms for the direct

contrast of dynamic versus static speech displays. This is due to both a decrease in power

between 8-50 Hz in the dynamic speech condition, and an increase in power between 10-40

Hz in the static speech condition.

A virtual electrode was next constructed in a region in left MTG which was identified

as showing significantly less power for dynamic compared to static speech displays in the

time window from 1200-1400 ms. The direct contrast of dynamic versus static speech
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Figure 5.3.40: Group time frequency findings in left inferior frontal gyrus (N=8), shows
significantly less power for dynamic speech relative to static speech displays within 1000-1200
ms, between 8-40 Hz. This is due to a decrease in power (8-50 Hz) for dynamic speech faces
and an increase in power (10-40 Hz) for static speech faces around 1200 ms. Top left: Dynamic
speech faces versus baseline fixation; Top right: Static speech faces versus baseline fixation;
Bottom left: Dynamic versus static speech faces.
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displays showed a sustained decrease in power between 5-20 Hz from ~1200 ms onwards,

which is due to a sustained decrease in power in the dynamic speech condition between

5-30 Hz during this time and a slight increase in power around 15 Hz in the static speech

condition (see Figure 5.3.41). During the same time window from 1200-1400 ms a region

Figure 5.3.41: Group time frequency findings in left middle temporal gyrus (N=10), shows
significantly less power for dynamic speech relative to static speech displays within 1200-1400
ms, between 5-20 Hz. This is due to a sustained decrease in power (5-30 Hz) for dynamic speech
faces from 800 ms onwards. Top left: Dynamic speech faces versus baseline fixation; Top right:
Static speech faces versus baseline fixation; Bottom left: Dynamic versus static speech faces.

in left middle frontal gyrus also showed significantly less power for dynamic relative to

static speech displays (see Figure 5.3.42).. When a virtual electrode was constructed here

the direct contrast of dynamic and static speech displays revealed a decrease in power

between 3-30 Hz around 1300 ms. This appears to be driven by an increase in power in

the static speech condition between 3-30 Hz from 1200-1500 ms. There is also a slight

decrease in power in the dynamic speech condition between 5-10 Hz around 1200 ms.
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Figure 5.3.42: Group time frequency findings in left middle frontal gyrus (N=9), shows
significantly less power for dynamic speech relative to static speech displays within 1200-1400
ms, between 3-30 Hz. This is due to an increase in power (3-30 Hz) for static speech faces around
1200 ms. Top left: Dynamic speech faces versus baseline fixation; Top right: Static speech faces
versus baseline fixation; Bottom left: Dynamic versus static speech faces.
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Another region in right IOG was identified in the later time window from 1800-2000

ms, showing significantly less power for dynamic relative to static speech displays (see

Figure 5.3.43). A virtual electrode constructed here showed a decrease in power between

1-30 Hz around 2000 ms for the direct contrast of dynamic and static speech displays.

This is due to the sustained decrease in power between 8-30 Hz in the dynamic speech

condition. A sustained decrease in power is also shown in the static speech condition

between 8-20 Hz but it is not as strong as in the dynamic speech condition. There is also

a sustained increase in low frequency power between 2-8 Hz from stimulus onset in the

static speech condition.

Figure 5.3.43: Group time frequency findings in left inferior occipital gyrus (N=11), shows
significantly less power for dynamic speech relative to static speech displays within 1800-2000
ms, between 1-30 Hz. This is due to a greater sustained decrease in power (8-30 Hz) for dynamic
speech faces from 800 ms onwards and an increase in low frequency power (2-8 Hz) for static
speech faces. Top left: Dynamic speech faces versus baseline fixation; Top right: Static speech
faces versus baseline fixation; Bottom left: Dynamic versus static speech faces.

A region in right MTG was also identified as showing significantly less power for dynamic
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relative to static speech displays during this time window (1800-2000 ms). The time-

frequency map shows a decrease in power between 5-30 Hz for the direct contrast of

dynamic versus static speech displays, which is due to the sustained decrease in power

between 5-30 Hz from 500 ms onwards in the dynamic speech condition (see Figure 5.3.44).

Figure 5.3.44: Group time frequency findings in right middle temporal gyrus (N=10), shows
significantly less power for dynamic speech relative to static speech displays within 1800-2000
ms, between 5-30 Hz. This is due to a sustained decrease in power (5-30 Hz) for dynamic speech
faces from 500 ms onwards. Top left: Dynamic speech faces versus baseline fixation; Top right:
Static speech faces versus baseline fixation; Bottom left: Dynamic versus static speech faces.

In the subsequent time window from 2000-2200 ms a source was identified in right STS,

again showing significantly less power for dynamic relative to static speech displays. A

virtual electrode constructed in this region revealed a decrease in power between 5-40 Hz

around 2000 ms when dynamic and static speech displays were directly contrasted. This

is driven by the decrease in power between 5-40 Hz in the dynamic speech condition, com-
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pared to only a slight increase in power in the static speech condition (see Figure 5.3.45).

Figure 5.3.45: Group time frequency findings in right superior temporal sulcus (N=9), shows
significantly less power for dynamic speech relative to static speech displays within 2000-2200
ms, between 5-40 Hz. This is due to a more sustained decrease in power (5-40 Hz) for dynamic
speech faces from 1800 ms onwards. Top left: Dynamic speech faces versus baseline fixation; Top
right: Static speech faces versus baseline fixation; Bottom left: Dynamic versus static speech
faces.

In the final time window from 2200-2400 ms a region in right IOG was again identified

as showing significantly less power for dynamic compared to static speech displays. A

virtual electrode constructed here revealed a decrease in power between 5-30 Hz for the

direct contrast of dynamic versus static speech displays, which is due to the stronger

and more sustained decrease in power from 5-30 Hz in the dynamic speech condition (see

Figure 5.3.46).
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Figure 5.3.46: Group time frequency findings in right inferior occipital gyrus (N=12), shows
significantly less power for dynamic speech relative to static speech displays within 2200-2400
ms, between 5-30 Hz. This is due to a more sustained decrease in power (5-30 Hz) for dynamic
speech faces from 1800 ms onwards. Top left: Dynamic speech faces versus baseline fixation; Top
right: Static speech faces versus baseline fixation; Bottom left: Dynamic versus static speech
faces.
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5.4 Discussion

The objective of this study was to investigate the neural processes involved in emotional

face perception by examining the location, temporal structure and frequency information

of the implicated neural regions, using more naturalistic dynamic facial stimuli. In addi-

tion, we aimed to assess the extent to which emotion-specific networks may be involved

in processing different dynamic facial expressions, or if similar neural regions are involved

but are activated at different time points. Due to the fact that emotional face processing

can occur over both short and extended periods of time (Vuilleumier and Pourtois, 2007)

and within multiple frequency bands (Güntekin and Basar, 2007), a wide frequency band

(1–80 Hz) was used in this analysis over multiple short (200 ms) time windows in order

to perform a thorough analysis of emotional face processing.

Consistent with the experimental hypotheses, dynamic angry, happy and speech facial

displays elicited larger decreases in alpha and beta oscillatory power, relative to their static

counterparts, particularly in regions of the core face perception network, in occipital and

temporal cortices, due to enhanced neural processing for dynamic expressions (Singh et al.,

2002; Jessen and Kotz, 2011). Furthermore, the regions that were identified in all of the

different dynamic face contrasts closely matched the regions that were previously identified

for the same contrasts using fMRI in chapter 2. In addition, regions of prefrontal cortex

showed greater synchronisation in low frequency power (delta and theta) for the dynamic

affective displays. Finally, little evidence was found for emotion-specific networks, rather

it appears that common overlapping networks are involved in processing the different

facial expressions at varying latencies and frequencies.

5.4.1 Occipito-temporal responses to dynamic facial expressions

of emotion

In all three of the dynamic versus static contrasts (i.e. dynamic angry versus static

angry, dynamic happy versus static happy and dynamic speech versus static speech) early

differences were found in IOG within 200 ms of stimulus onset. Time frequency ana-

lyses revealed that these early differences were due to greater power decreases within

200 ms of stimulus onset, from approximately 8–30 Hz, for each of the different dynamic
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facial expressions relative to their static counterparts (see Figure 5.3.1; Figure 5.3.16;

Figure 5.3.17; Figure 5.3.35; Figure 5.3.36). This suggests that IOG are involved in pro-

cessing the different dynamic and static facial expressions, but some additional processing

was required for the dynamic stimuli, which is consistent with our findings from the whole

group contrast (all dynamic versus static faces) in chapter 4. This early response in IOG

may reflect the processing of low-level visual cues related to the emotional facial expres-

sions (Vuilleumier and Pourtois, 2007; Morel et al., 2009), where dynamic expressions are

processed earlier than their static counterparts.

Later differences were also found in inferior and middle occipital gyri for the three different

dynamic versus static face contrasts, where each of the dynamic stimuli again elicited

greater decreases in alpha and beta power relative to their static counterparts around

800 ms post stimulus onset. The responses in these regions were strikingly similar across

the three different facial display categories, and were characterised by earlier and more

sustained decreases in alpha and beta power for each of the different dynamic stimuli

relative to their static counterparts. This may signify additional processing of the dynamic

stimuli in these regions of occipital cortex, possibly due to increased attention (Jessen and

Kotz, 2011).

Interestingly, regions of occipital cortex also showed differential responses to the affective

dynamic facial expressions relative to the dynamic speech controls. Regions in bilateral

IOG showed differential responses for dynamic angry relative to dynamic speech facial

displays. These were characterised by greater decreases in alpha and beta power for

dynamic angry facial expressions between 800-1000 ms (see Figure 5.3.12; Figure 5.3.13).

This again supports the role of IOG in higher level face processing, where it appears to

show a greater response to the affective information of the dynamic angry face stimuli,

contrary to the notion that it is only involved in structural processing. Similarly, a

region in left middle occipital gyrus showed significantly greater decreases in alpha and

beta power for dynamic happy facial expressions relative to the dynamic speech controls

between 1000-1600 ms (see Figure 5.3.31). These results therefore suggest that these

regions of occipital cortex are more responsive to emotional facial expressions relative to

non-emotional speech controls.

Previous studies have reported differential responses for emotional relative to neutral
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expressions in occipital cortex. For example, Krolak-Salmon et al. (2001) reported dif-

ferential activity related to emotional and neutral expressions between 250-550 ms in

occipital areas, and between 550-750 ms in right occipito-temporal cortex, which may

correspond to the responses reported here. Furthermore, Jessen and Kotz (2011) found

that the contrast of both, angry and fearful visual displays to the neutral condition showed

significant decreases in alpha power at bilateral posterior electrodes between 300-700 ms.

In the beta band, the contrast of angry emotional displays to neutral displays revealed

two significant clusters of decreased power in the right hemisphere, one between 250-500

ms and the other between 650-900 ms. In addition, Güntekin and Basar (2007) found

significant differences in alpha oscillatory responses for angry and happy facial expressions

relative to neutral displays in posterior cortical regions.

To summarise, regions of inferior and middle occipital cortices showed significantly greater

decreases in alpha and beta power, which peaked earlier (within 200 ms) for each of the

dynamic facial expressions relative to their static counterparts. Later differences were

also found from around 800 ms where dynamic facial expressions of anger, happiness

and speech elicited greater decreases in alpha and beta power compared to the static

displays. Interestingly, differences between dynamic angry relative to dynamic speech

and dynamic happy relative to dynamic speech were also identified in regions of inferior

and middle occipital cortices around 800 ms. Both dynamic emotional facial expressions

elicited greater decreases in alpha and beta power compared to dynamic speech displays

at approximately 800 ms.

These findings of differential processing for the dynamic and static stimuli, and the af-

fective versus speech displays in regions of occipital cortex are contrary to the notion that

IOG is only involved in the structural encoding of the face (i.e. identity) as the structure

of the face is not changing in these stimuli but the internal features are. These results

are more consistent with Pitcher et al. (2011b) who propose a greater role for IOG in

higher level face processing, and with previous studies that have found greater responses

in visual cortical regions to emotional face stimuli, which is believed to be due to feedback

from the amygdala and medial frontal cortices (Krolak-Salmon et al., 2001; Vuilleumier

and Pourtois, 2007).

Like the responses described in occipital cortex, regions of middle and superior temporal
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cortices also showed similar decreases in power for the three different dynamic facial

displays relative to their static counterparts. Responses in these temporal regions were

characterised by stronger and more sustained decreases in alpha and beta power (8-30

Hz) for each of the different dynamic facial expressions relative to the static controls,

between around 200-2000 ms. Static expressions elicited decreases in the same range

(8-30 Hz) but they were generally of much shorter duration, from around 200-500 ms.

This greater suppression in the alpha and beta frequency ranges supports the notion of

enhanced processing for the different dynamic facial stimuli in regions of temporal cortex

(Singh et al., 2002; Muthukumaraswamy et al., 2006), which is consistent with the whole

group results (all dynamic versus static) from chapter 4. These results also correspond

well with the increases in BOLD identified in similar regions in chapter 2.

Furthermore, the similar response profiles described for the three different categories of

facial display implies that these regions of temporal cortex are coding for motion specific

properties of the stimuli but not affect in particular. This again is consistent with the

results of the fMRI study in chapter 2, particularly the regions of interest analysis where

STS showed a main effect of motion but not affect (see subsection 2.3.3). However, while

the responses in these temporal regions were strikingly similar for the dynamic versus

static angry and happy expressions, the responses for the dynamic versus static speech

stimuli showed some differences in the alpha band compared to the two affective contrasts.

The regions in right STS (see Figure 5.3.37) and left MTG (see Figure 5.3.41) displayed

peak decreases in alpha power for dynamic compared to static speech stimuli that were

later (~800 ms) than those shown for the angry and happy dynamic versus static contrasts

in similar regions. This suggests that there may be some differences in the timing of

responses for emotional relative to speech displays in regions of temporal cortex.

Consistent with this, a region was identified in right STS, which showed significantly less

power for dynamic angry facial expressions relative to dynamic speech displays. Time-

frequency analysis of this region revealed earlier and stronger peak decreases in power

within 200 ms of stimulus onset in the 8-30 Hz frequency range for dynamic angry ex-

pressions relative to dynamic speech displays, and significant differences were also found

again around 800 ms (see Figure 5.3.11). The early difference between dynamic angry

and speech facial displays is consistent with Liu and Ioannides (2010) who found very
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early responses in right STS to emotional facial displays well within 100 ms. It is also

consistent with Batty and Taylor (2003) who reported a response in STS around 140

ms. Accordingly, Vuilleumier and Pourtois (2007) have suggested that there may be a

rapid extraction of visual information related to emotion that occurs before more detailed

perceptual processes are complete. The overall stronger decrease in alpha power in this

region may reflect enhanced processing of the dynamic angry face stimuli relative to the

neutral speech displays (Jessen and Kotz, 2011).

Notably, no significant differences were found in middle or superior temporal gyri for

dynamic happy relative to dynamic speech displays. However, a region in left fusiform

gyrus was identified as showing significantly less alpha and beta (8-30 Hz) power for

dynamic happy relative to dynamic speech displays between 1000-1600 ms. The stronger

suppression in alpha and beta frequency bands in this region may once again reflect

enhanced processing of the dynamic happy stimuli relative to the speech controls. This

is consistent with the results of the fMRI study in chapter 2 where it was shown that

dynamic happy relative to dynamic speech facial displays elicited a significantly greater

increase in BOLD response in left fusiform gyrus. This suggests that the left fusiform is

differentially engaged in processing dynamic happy facial expressions relative to speech.

Previous neuroimaging studies have also found increased activation in the fusiform gyrus

in response to emotional face stimuli (Vuilleumier et al., 2001; Vuilleumier and Pourtois,

2007). The fact that these differences were found in the left hemisphere is also consistent

with previous research that found a significant role of the left hemisphere in the processing

of ‘positive’ affects (Breiter et al., 1996).

Taken together these findings reveal similar patterns of response in regions of the core face

perception network for all three of the different dynamic facial expressions. In inferior

occipital, middle occipital, middle temporal and superior temporal gyri, these responses

were characterised by earlier and stronger peak decreases in alpha and beta power within

200 ms of stimulus onset, and relatively sustained responses throughout the duration of

stimulus presentation. Whereas responses in the static conditions peaked later around 400

ms and were less sustained in these regions. However, differential responses were found in

a region in right STS for dynamic angry relative to dynamic speech displays, and in left

fusiform gyrus for dynamic happy compared to dynamic speech displays. These results

227



do not reliably support the theory of discrete networks involved in processing different

facial expressions of emotion, but rather suggest that a common network of overlapping

regions is involved and it is the variations in temporal and oscillatory dynamics within

this network that facilitates different aspects of face processing.

5.4.2 Prefrontal and insular cortex responses to dynamic facial

expressions of emotion

Regions of prefrontal cortex appeared to show more varied responses to the different

dynamic and static face stimuli, however some regions, particularly inferior and middle

frontal gyri, did show some similarities in their responses across the three different cat-

egories of dynamic facial displays relative to their static counterparts. These were mainly

characterised by earlier increases in low frequency power (2-8 Hz) for the different dynamic

compared to static facial displays, regardless of the specific expression displayed. In two

separate studies Balconi and Lucchiari (2006) and Balconi and Pozzoli (2009) reported

synchronisation in delta band for all faces which is consistent with the results reported

here. The greater synchronisation in delta and theta power in the present study may

signify increased processing of the dynamic facial displays in these regions of prefrontal

cortex possibly due to the dynamic stimuli being more captivating and thus resulting in

increased attention (Ambadar, 2002)

Two regions in prefrontal cortex, including left middle frontal gyrus and right superior

frontal gyrus, showed significantly less power for dynamic angry relative to static angry

facial expressions, around 1800 ms. In both regions this was due to greater decreases

in alpha and beta power (10–30 Hz) for dynamic angry facial expressions. This greater

suppression in alpha and beta power for dynamic angry expressions is consistent with

Jessen and Kotz (2011) who also found decreased beta power for dynamic angry stimuli,

and possibly reflects increased processing of dynamic angry stimuli in these regions. Ad-

ditionally, both dynamic and static angry faces elicited increases in low frequency (1-6

Hz) power in these regions. These increases in low frequency power are consistent with

Balconi and Lucchiari (2006) and Balconi and Pozzoli (2009) who reported increases in

delta and theta power during emotional face processing. In left middle frontal gyrus the

peak increase was earlier and more sustained in the dynamic angry condition relative to
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the static, however in right superior frontal gyrus the increase in low frequency power was

slightly stronger and more sustained in the static angry condition.

Two regions in bilateral IFG were identified as showing differential activation for dynamic

happy relative to static happy facial expressions. The region in right IFG showed greater

power for dynamic happy relative to static happy facial expressions within 200 ms. This

was due to an early increase in low frequency power (3-12 Hz) for dynamic happy ex-

pressions, along with a decrease in higher frequency power (10-45 Hz) for static happy

expressions. This increase in low frequency power is again in accordance with Balconi and

Lucchiari (2006) and Balconi and Pozzoli (2009) who reported increases in delta and theta

power during emotional face processing. Interestingly, the low frequency power increase

peaked earlier in the dynamic happy condition relative to the static happy condition,

which is similar to the response identified in left middle frontal gyrus for dynamic angry

expressions described previously.

Conversely, the region in left IFG showed significantly less power for dynamic happy

relative to static happy facial expressions. This was driven by a greater power decrease

in the 16-28 Hz range in the dynamic happy condition, as well as a greater increase

in low frequency power (2-10 Hz) in the static happy condition around 500 ms. The

stronger decrease in beta power for dynamic happy faces is again consistent with Jessen

and Kotz (2011) who reported greater decreases in beta power for dynamic emotional

(fear and anger) stimuli, but extends their findings to dynamic happy stimuli. Notably,

both regions in IFG did show an earlier increase in low frequency power for dynamic

happy expressions, whereas static faces elicited a later and more sustained increase in

low frequency power (~400 ms). However, the greater increase in low frequency power in

right IFG for static happy faces is contrary to what was expected, as a greater increase in

response to dynamic stimuli was predicted. This may be due to the fact that static faces

were rated as more intense than dynamic stimuli (see subsection 2.2.1).

Differences were also found in bilateral IFG for the contrast of dynamic and static speech

displays, where both regions showed significantly greater power for dynamic speech re-

lative to static speech stimuli. The response profiles in both left and right IFG were

similar for the dynamic versus static speech contrast. They were characterised by earlier

and stronger peak increases in low frequency power (3-10 Hz) for dynamic speech stimuli,
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along with greater decreases in power between 20-40 Hz for static speech stimuli, around

200 ms. The increases in low frequency power were earlier for the dynamic speech stimuli

and there was a greater decrease in beta power for static speech stimuli here. This is con-

trary to the hypothesis that dynamic speech displays would be characterised by greater

decreases in beta power relative to static speech displays.

A region in left middle frontal gyrus was identified as showing significantly less power

for dynamic speech relative to static speech stimuli. This later difference was due to

greater power for static speech stimuli from 10-20 Hz between 1200-1500 ms. However,

the response to both dynamic and static speech displays again showed similar response

patterns to those previously described. Dynamic speech displays were characterised by

increases in low frequency power (3-7 Hz) from stimulus onset to around 1000 ms, as

well as decreases in power from 20-50 Hz from 0 to 600 ms. Static speech stimuli showed

a similar response but the increases in low frequency power started around 200 ms later

until 1500 ms, with similar decreases in higher frequency power, followed by the previously

mentioned increase in beta band power. A similar region was identified by Calvert and

Campbell (2003).

Notably, regions of prefrontal cortex showed differential responses to both of the dynamic

affective stimuli relative to the dynamic speech controls. Early differences were found in

bilateral IFG for both dynamic angry and dynamic happy facial expressions relative to

dynamic speech displays within 200 ms of stimulus onset. Furthermore both regions, in

left and right IFG, showed extremely similar patterns of response for the two different

contrasts. Both regions showed significantly greater increases in low frequency power (2-8

Hz) for each of the affective stimuli (dynamic angry and dynamic happy) relative to the

dynamic speech displays. Low frequency oscillations in delta and theta ranges have been

specifically linked with emotional processes (Güntekin and Basar, 2007; Knyazev, 2007).

In line with this, Balconi and Lucchiari (2006) observed frontal theta synchronisation

during emotional stimulus presentation.

The timing of the responses reported here also corresponds well with Balconi and Pozzoli

(2009) who found greater synchronisation in delta and theta bands from 150-250 ms for

emotional face stimuli relative to neutral. These early responses in bilateral IFG are

also consistent with the findings of Eimer and Holmes (2002) who reported an early
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effect arising around the same latency (~120 ms) from fronto-central ERP components

in response to emotional facial expressions. Inferior frontal regions were also identified

in chapter 2 as showing greater BOLD responses for both the dynamic angry and happy

expressions relative to the dynamic speech displays (see Table 2.5 and Table 2.6). This

provides converging evidence implicating regions of IFG in emotional face processing.

Finally, significant differences were found in the right insula for the contrast of dynamic

angry with dynamic speech displays. This was characterised by greater increases in low

frequency power (3-12 Hz) for dynamic angry facial expressions between 400-1200 ms,

which is in line with previous research linking theta synchronisation with emotional face

processing (Güntekin and Basar, 2007; Knyazev, 2007). Similarly the insula was identified

in our fMRI study in chapters 2 and 3 as showing increased BOLD specifically in response

to dynamic angry facial expressions.

Previous neuroimaging studies have reported insular activation to emotional facial ex-

pressions particularly aversive or threat-related emotions such as fear, anger and disgust

(Phan et al., 2004; Fusar-Poli et al., 2009). The insula is therefore believed to be an

important structure in emotion processing (Nagai et al., 2007), as it forms part of the

interoceptive system that links external and internal information (Gobbini and Haxby,

2007). Notably, the timing of this response supports Adolphs (2002b) model of emotion

recognition where he proposes that regions of the extended network, including insular

cortex, are recruited from around 300 ms post stimulus onset, to link the perceptual rep-

resentation of a face to conceptual knowledge of the emotional and social meaning of the

perceived expression (see subsection 1.3.5).

Yet while the regions identified in the MEG and SAM analyses in this chapter were

consistent with those identified in our previous fMRI and connectivity analyses, there

were some noticeable differences. Differential activation was found in the amygdala for

dynamic angry faces with fMRI, but sources were not found in this region in the present

MEG analysis. This may possibly be due to the deep location of the amygdala which

makes it more difficult for SAM to localise subcortical structures. However, previous

MEG studies have localised amygdala activity with SAM (Luo et al., 2010). Another

possibility is the difference in experimental design between the fMRI and MEG studies,

as a block design was used in the fMRI but an event related design was used in the present
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MEG study. The block design may provide more statistical power in smaller subcortical

regions such as the amygdala making them easier to detect with fMRI.

5.4.3 Summary

Taken together these findings revealed enhanced processing for different dynamic facial

displays in regions of the core face perception network. Moreover, similar patterns of

response were found for all three of the different dynamic facial expressions in regions of

the core face perception network, including, inferior occipital, middle occipital, middle

temporal and superior temporal gyri. These responses were characterised by earlier and

stronger peak decreases in alpha and beta power within 200 ms of stimulus onset, and

showed relatively sustained responses throughout the duration of stimulus presentation.

Whereas responses in the static conditions peaked later around 400 ms and were less

sustained in these regions. However, differential responses were found in a region in right

STS for dynamic angry relative to dynamic speech displays, and in left fusiform gyrus for

dynamic happy compared to dynamic speech displays.

Regions of inferior and middle frontal gyri also showed enhanced processing for dynamic

facial expressions. This was revealed in general, by earlier increases in low frequency power

(2-8 Hz) for the different dynamic compared to static facial expressions, regardless of the

specific expression displayed. Furthermore, dynamic affective displays were associated

with greater synchronisation in delta and theta bands in regions of prefrontal cortex,

which is in line with previous research linking synchronisation in these frequency bands

with emotional face processing (Güntekin and Basar, 2007; Knyazev, 2007). Additionally,

dynamic angry facial expressions were associated with greater increases in low frequency

power in insular cortex between 400-1200 ms. These findings therefore suggest that regions

of the face perception network, particularly the extended system, interact with varying

temporal and oscillatory dynamics during the processing of different facial displays. In line

with Adolphs (2002b) model of emotion recognition, these results show that processing

dynamic facial expressions of emotion involves a network of overlapping regions that are

differentially recruited over various periods of time and various different frequencies.
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Chapter 6

Discussion

6.1 Introduction

Using a multi-modal approach the set of studies presented in this thesis aimed to explore

the neural responses to dynamic faces across time, space and frequency. A major limit-

ation of previous face perception research, as highlighted throughout the course of this

thesis, is that it has largely focused on the neural responses to static face stimuli, which

lack any temporal information, thereby compromising the ecological validity of such in-

vestigations (Carroll and Russell, 1997; Horstmann, 2002). Dynamic stimuli on the other

hand, which display surface changes of facial musculature over time, are more realistic

and therefore provide a better means of investigating the mechanisms of naturalistic face

perception (Kilts et al., 2003; LaBar et al., 2003).

Furthermore, up until recently studies exploring the mechanisms of face and emotion

perception have often adopted a modular approach by focusing on the selectivity of certain

brain regions for processing specific categories of stimuli e.g. the fusiform gyrus as a face

specific module (Kanwisher et al., 1997), or the amygdala as a fear processor (Calder

et al., 2001). However, it is becoming increasingly more obvious that cognitive tasks,

such as face processing, rely on distributed networks of regions (Haxby et al., 2000; Ishai,

2008) where information is continuously changing and integrated over time. Thus, a more

integrated approach is needed in order to understand the full complexity of human face

processing mechanisms in the brain. It is for this reason that a multi-modal approach

employing a variety of different analysis techniques was adopted in the present thesis.
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In the first instance fMRI was used to explore regions of significant activation in response

to dynamic facial displays, as described in chapter 2. This analysis was then developed

further by connectivity analysis in chapter 3, in order to assess interactions within the

dynamic face perception network. In chapters 4 and 5, MEG was used along with SAM

source analysis to assess the location, timing and frequency of differential responses to

dynamic faces in general (chapter 4) and to specific dynamic facial expressions of anger,

happiness and speech (chapter 5). This chapter summarises the key findings and their

implications, addresses methodological issues, and provides suggestions for future research

motivated by this work.

6.2 Key findings

6.2.1 Key findings from fMRI

Chapters 2 and 3 focused on the spatial domain, wherein fMRI was used as a tool to

investigate the regions of activation in response to dynamic faces. The objective of the

first study, described in chapter 2, was to use fMRI to identify regions of significant

activation in response to dynamic facial expressions. In order to achieve this, firstly a set

of dynamic and static face stimuli were purposely created. Exemplars of both dynamic

and static happy, angry and speech facial displays were selected for this investigation, and

were used in all further analyses presented in this thesis. The rationale for choosing angry

and happy expressions was to contrast positive and negative emotion categories, whereas

speech was chosen as a control for affective facial motion.

Based on previous research showing significant increases in activation to dynamic face

stimuli, in regions along the dorsal pathway of the face perception network (MTG and

STS), as well as regions in the extended system, such as the amygdala and IFG (Kilts

et al., 2003; LaBar et al., 2003; Sato et al., 2004; Fox et al., 2009; Pitcher et al., 2011a), it

was predicted that the dynamic facial expressions used in the present study would elicit

activation in similar regions. In addition, the effects of emotion-specific facial dynamics

were investigated by contrasting the dynamic facial expressions of anger and happiness

with speech in order to assess the extent to which different structures in the distributed

face perception system are involved in processing different dynamic facial expressions of
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emotion.

As predicted, the direct contrast of all dynamic faces relative to static controls revealed

a broad network of regions showing increased BOLD responses for dynamic faces, par-

ticularly in the dorsal pathway. This network comprised early visual regions, such as

IOG, which were shown to be insensitive to motion or affect but sensitive to the visual

stimulus. The STS, was shown to be specifically sensitive to motion, while the amygdala

was recruited to process affect. Furthermore, a functional distinction was identified in

the amygdala as it exhibited greater responses to the affective facial displays (angry and

happy), relative to displays of speech. Regions of prefrontal cortex were recruited for

additional face processing, including the IFG in the extended system, which was shown

to be sensitive to affect but not motion in the right hemisphere. These findings are not

only consistent with Haxby et al. (2000)’s distributed neural system for face perception,

but also extend it to include dynamic facial information.

Analysis of the different dynamic facial expression categories revealed a common core

system, including middle occipital gyri, MTG and STS, which was shown to be involved

in processing all of the dynamic facial expressions. However, some differences in activa-

tion patterns for each of the different dynamic facial expressions were found in regions of

the extended system. Dynamic angry facial expressions were associated with increased

amygdala and insula activation, while dynamic happy expressions elicited greater fusi-

form activation, and dynamic speech displays were associated with increased activation

in premotor and supplementary motor areas. This suggests that partly dissociable neural

networks may be involved in processing different dynamic facial expressions of emotion

(Hennenlotter and Schroeder, 2006), although additional information about the timing

and frequency of responses must also be considered.

Having identified the network of regions involved in processing dynamic faces, the next

stage then in chapter 3, was to assess the interactions between the regions of this network.

Very few studies have assessed the connectivity within the face perception network, among

the few studies that have, the emphasis has once again been on static faces. Thus very

little is known about connectivity between regions mediating dynamic face perception.

Therefore the objective of chapter 3 was to examine the associated functional relations

between the neural regions mediating dynamic face perception i.e. to examine the effective
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connectivity within Haxby et al.’s (2000) distributed face network with realistic dynamic

facial expressions of emotion.

To this end two different forms of effective connectivity analysis, psychophysiological

interaction (PPI) analysis and physiophysiological interaction (PYPI) analysis, were used

to examine the covariance of changes in activity between different brain regions within

the previously defined dynamic face perception network. PPI analysis was used to assess

how activity in a particular brain region is modulated by the interaction between one

brain region and an experimental condition, whereas PYPI analysis was used to measure

how the activity in a particular brain region is modulated by the physiological interaction

of two other brain regions.

It was hypothesised that PPI analysis would reveal correlations between early visual

regions such as IOG and regions in the dorsal pathway, such as the STS, in response

to dynamic face stimuli. It was also predicted that activation in the STS would be

correlated with regions in the extended network when viewing dynamic facial expressions.

Additionally, based on the results from chapter 2 showing some differential activation

patterns for the different facial expressions, it was also predicted that distinct patterns of

effective connectivity would be found within the dynamic face perception network for the

different facial expressions.

As predicted, viewing dynamic facial stimuli in general was associated with increases in

effective connectivity between IOG and STS, in the dorsal pathway. The STS was also

coupled with MTG, as well as frontal regions, including superior frontal gyrus and pre-

central gyrus. Thus, it was proposed that the STS facilitates processing of dynamic facial

displays by acting as a relay centre between visual regions and frontal regions. Therefore,

consistent with the results from chapter 2, regions of the core face perception system

displayed similar patterns of effective connectivity across the different facial expression

conditions. However, the coupling between regions of the core and the extended systems

varied depending on the type of expression that was processed. These findings are in

line with previous research by Fairhall and Ishai (2007), where they found that the ef-

fective connectivity between the core system and regions of the extended system, such as

the amygdala and orbitofrontal cortex, were modulated by different types of static face

stimuli.
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Processing dynamic facial expressions of anger was associated with increases in effective

connectivity between IOG and STS, and reciprocal connections between the STS and

the amygdala, as well as reciprocal connections between the amygdala and the IFG. In

addition, the IFG was effectively connected to the insula. Dynamic happy expressions, on

the other hand, were associated with effective connectivity between IOG and IFG, and

IFG and the fusiform gyrus, as well as between STS and fusiform gyri, and amygdala

and fusiform gyri, among others. Both of these networks include regions involved in

emotional processing. Furthermore both of these networks displayed effective connectivity

between the IOG and IFG, which may also facilitate emotional processing (Dima et al.,

2011). However, viewing dynamic speech stimuli, which lack any emotional content, was

associated with increases in connectivity between IOG and precentral gyrus. The STS

was again coupled with visual regions, lingual gyri and middle occipital gyri, and IFG

was coupled with lingual gyri and MTG, regions involved in motion processing and motor

movements.

With regards to the PYPI analysis it was predicted that IOG and STS activation would be

correlated with fusiform activation based on findings from Turk-Browne et al. (2010) and

Zhang et al. (2009) on resting state functional connectivity analysis of the face perception

network. Also, based on our earlier fMRI results from chapter 2 showing STS and MTG

activation to dynamic faces it was hypothesised that IOG and STS activation would

correlate with activation in MTG. Furthermore, it was predicted that STS and amygdala

activation would correlate with frontal regions in the extended system.

Consistent with these predictions and with Haxby’s model, activation in IOG and STS

did indeed predict activation in MTG in the core system, which is involved in processing

biological motion. They also predicted activation in the amygdala, and IFG, which are

recruited to process emotion. The interaction between the STS and the amygdala revealed

significant correlations with visual regions, as well as regions in prefrontal cortex. Finally,

the interaction between amygdala and IFG showed significant correlations again with

regions of the core system in occipito-temporal cortex as well as with anterior and posterior

cingulate.

Taken together, the findings from chapters 2 and 3 reveal a network of regions that

are significantly more responsive to dynamic facial displays. Furthermore, differential
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activation patterns were found for the different categories of facial expression. Therefore,

while similar regions are involved in processing the different dynamic stimuli, the effective

connectivity within these networks varies depending on the type of expression that is

processed.

6.2.2 Key findings from MEG

Having established the spatial profile of the haemodynamic response to dynamic faces

with fMRI in chapters 2 and 3, MEG was then employed in chapters 4 and 5 to directly

measure the neural activity related to dynamic face processing in the temporal, spatial

and frequency domains. A number of key issues were raised in chapters 4 and 5, which will

be outlined here along with the key findings. Notably, it was shown that the majority of

previous face perception studies using electrophysiological measures of brain activity (i.e.

MEG/EEG) have again focused on static faces. Furthermore, many of these studies were

primarily concerned with the temporal domain, with much fewer face perception studies

exploring the frequency domain. In both chapters, the importance of induced oscillatory

activity in brain function was stressed, and it was argued that induced oscillatory activity

is an important feature of neural communication, which can provide additional inform-

ation about the spatio-temporal dynamics of cognitive processes (Buzsáki and Draguhn,

2004). Therefore the aim of the analyses presented in chapters 4 and 5 was to thoroughly

interrogate the dynamic face perception network by examining location, temporal struc-

ture and frequency information of the implicated neural regions i.e. to examine where,

when and in what frequency band dynamic face processing takes place.

Firstly, the objective in chapter 4 was to use MEG and SAM source analysis to specifically

assess the main effect of facial motion. This was achieved by identifying differential neural

responses to dynamic relative to static face stimuli, and examining the timing, location,

and frequency of oscillations contributing to them. In order to facilitate comparisons

between the two studies a similar experimental design to that used in the fMRI study

was adopted. Previous MEG studies have found decreased oscillatory power within the

range of 5-25 Hz related to viewing general biological motion (Singh et al., 2002) and

facial motion in particular (Muthukumaraswamy et al., 2006), which has been interpreted

as representing increases in cortical activation. Furthermore, it has been shown that
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decreases in cortical synchronisation within this frequency range are inversely related to

increases in BOLD response.

It was therefore predicted that the processing of dynamic face stimuli would result in

decreased beta power in regions of the dynamic face perception network, and that these

regions would be spatially coincident with those identified previously with fMRI. In ad-

dition, based on previous research particularly by Ahlfors et al. (1999) and Jokisch et al.

(2005), it was predicted that regions, such as IOG, would show earlier responses, followed

by later responses in MTG and regions in STS.

Accordingly, sources of differential activation were indeed found in occipito-temporal and

inferior frontal regions. Early differential responses were identified in bilateral IOG within

200 ms, followed by later responses in MTG and STS, within 800 ms of stimulus onset.

These were all characterised by decreases in beta band oscillatory power. Additional re-

gions including the insula, IFG and middle occipital gyri also showed decreases in beta

band power to dynamic relative to static face stimuli from ~1000 ms post stimulus on-

set. Furthermore, despite the differences between MEG and fMRI imaging techniques,

the regions localised by SAM corresponded closely with the regions of the dynamic face

perception network that were identified with fMRI (this will be discussed in more detail

in the following section). These findings again extend Haxby et al. (2000)’s model by

demonstrating the temporal progression and frequency of responses that contribute to

dynamic face perception.

Having assessed the main effect of facial motion with MEG in chapter 4, the next step in

chapter 5 was to examine the effects of motion on the processing of different face stimuli

and to explore the effects of emotion-specific facial dynamics with MEG. The dynamic

and static stimuli for each of the different affects were directly contrasted, and both of

the dynamic affects were contrasted with dynamic speech displays, then the resulting

differential responses were examined in time, space and frequency.

As mentioned in subsection 6.2.1 some differences between activation patterns for each of

the different dynamic facial expressions were found with fMRI, particularly in regions of

the extended system. This could support the theory that partly dissociable neural net-

works are involved in processing different dynamic facial expressions of emotion (Hennen-

lotter and Schroeder, 2006). However, it may also be the case that rather than separate
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emotion-specific networks specialised in processing distinct emotions, there is a general

network of neural regions interacting with varying dynamics. The latter hypothesis can-

not be detected with fMRI due to its poor temporal resolution. By examining the spatio-

temporal and frequency characteristics of responses, with MEG a better understanding

of emotional face processing can be gained.

In chapter 5, it was once again highlighted that the majority of electrophysiological studies

investigating the processing of emotional facial expressions have used static face stimuli.

In fact, to date it appears no study has used dynamic angry, happy and speech stimuli in

any MEG study. Also the majority of these studies have used conventional ERP methods

with static faces, or in the case of MEG studies, have only examined the time course of

neural responses to faces, neglecting the frequency domain (e.g. Liu et al., 2002; Itier et al.,

2006; Sato et al., 2008). Hence very little is known about the frequency characteristics of

the face perception network.

It was predicted that dynamic angry, happy and speech displays would elicit larger de-

creases in alpha and beta oscillatory power, relative to their static counterparts, due to

enhanced neural processing for dynamic expressions (Singh et al., 2002; Jessen and Kotz,

2011). Based on findings from Balconi and Lucchiari (2006) and Balconi and Pozzoli

(2009) showing greater synchronisation to emotional facial displays in delta and theta fre-

quency bands, it was also hypothesised that these frequency bands would show emotional

modulations for angry and happy facial expressions.

As expected, dynamic angry, happy and speech facial displays elicited larger decreases

in alpha and beta oscillatory power, relative to their static counterparts, particularly in

regions of the core face perception network, in occipital and temporal cortices, due to

enhanced neural processing for dynamic expressions (Singh et al., 2002; Jessen and Kotz,

2011). Similar patterns of response were found for all three of the different dynamic facial

expressions in regions of the core face perception network, including, inferior occipital,

middle occipital, middle temporal and superior temporal gyri. These responses were

characterised by earlier and stronger peak decreases in alpha and beta power within 200

ms of stimulus onset, and showed relatively sustained responses throughout the duration

of stimulus presentation. Whereas responses in the static conditions peaked later around

400 ms and were less sustained in these regions. Furthermore, the regions that were
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identified in all of the different dynamic face contrasts closely matched the regions that

were previously identified for the same contrasts using fMRI in chapter 2.

Regions of inferior and middle frontal gyri showed enhanced processing for dynamic facial

expressions. This was revealed in general, by earlier increases in low frequency power

(2-8 Hz) for the different dynamic compared to static facial expressions, regardless of the

specific expression displayed. Furthermore, dynamic affective displays were associated

with greater synchronisation in delta and theta bands in regions of prefrontal cortex,

which is in line with previous research linking synchronisation in these frequency bands

with emotional face processing (Güntekin and Basar, 2007; Knyazev, 2007). Additionally,

dynamic angry facial expressions were associated with greater increases in low frequency

power in insular cortex between 400-1200 ms. These findings do not reliably support the

theory of discrete networks involved in processing different facial expressions of emotion,

but rather suggest that a common network of overlapping regions is involved and it is the

variations in temporal and oscillatory dynamics within this network that facilitates face

processing.

6.2.3 Integration of fMRI and MEG data

A goal of the present thesis was to investigate the spatio-temporal and frequency charac-

teristics of dynamic face processing in the brain. In order to achieve this a multimodal

approach was adopted, as different imaging techniques are better suited to measure differ-

ent aspects of neural activity. fMRI and MEG were the techniques of choice for the present

investigation, as these two techniques complement each other, with fMRI providing ex-

cellent spatial resolution and MEG providing the detailed temporal resolution not found

with fMRI. However, while these techniques may complement each other, they do in fact

measure very different signals. Thus, obtaining high-resolution images of brain activity

across time, space, and frequency, requires the integration of information from multiple

signal modalities, which can be challenging. Nevertheless, significant developments in

integrating multiple neuroimaging modalities, particularly MEG/EEG and fMRI, have

been made in recent years (Dale and Halgren, 2001).

Of particular relevance to the present thesis is the influential study by Singh et al. (2002)

where they assessed the concordance between areas of activation recorded with fMRI and
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sites of focal changes in cortical oscillatory activity recorded with MEG, during cognitive

tasks. Interestingly, they found that decreases in alpha and beta power were inversely

correlated with increases in the BOLD response during the performance of cognitive tasks.

These findings therefore indicate an inverse relationship between neuronal synchrony and

neuronal activation in alpha and beta bands. More recently, Stevenson et al. (2011) also

found excellent spatial colocalisation between BOLD activation and beta desynchronisa-

tion in visual and sensorimotor areas. Similar results were obtained in the present thesis

and these will be discussed in the following section.

6.2.3.1 A neural network for processing dynamic faces in time, space and

frequency

In chapter 2, when dynamic faces were contrasted with static faces a network of regions

was identified by fMRI as showing increased BOLD activation. When the same con-

trast was performed with MEG, in chapter 4, a similar network of regions was localised

by SAM source analysis, showing decreases in beta power during different time peri-

ods. Figure 6.2.1 shows a very similar network of regions identified by both fMRI and

MEG, including MTG, STS, middle occipital gyri, IFG and precentral gyri. This there-

fore demonstrates excellent spatial concordance between these two different techniques,

whereby both converge on regions of the face perception network (Haxby et al., 2000;

Ishai et al., 2005). Notably, the best spatial concordance between the two techniques was

found around 1000 ms.

MEG was used to examine the detailed temporal progression within this network. The

earliest response in this network was found in bilateral IOG, which responded within 200

ms of stimulus onset. This region in IOG forms part of the core system for visual analysis

of faces in Haxby et al. (2000)‘s model. Yet this region was not identified in the fMRI

analysis of dynamic versus static faces. Time-frequency analysis of this region revealed

a decrease in response to both the static and dynamic stimuli within 200 ms of stimulus

onset, but overall a greater and more sustained decrease in power to the dynamic stimuli.

This suggests that the IOG is involved in processing both static and dynamic face stimuli,

but additional processing was required for the dynamic stimuli. This may explain why

this region was not identified in the fMRI study, as the poor temporal resolution of fMRI
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Figure 6.2.1: fMRI and MEG integration: (A) fMRI whole brain group results (N=14) for the
dynamic versus static condition displayed on lateral and ventral views. Shows bilateral activation
in MOG, MTG and extending along STS to frontal regions of the cortex, IFG and MFG, in both
left (L) and right (R) hemispheres. Red-orange-yellow colour scale depicts increasing BOLD
amplitude (p<0.05). (B) Group SAM image (N=14) shows decrease in beta band power (12-30
Hz) for the contrast of dynamic versus static faces, between 1000-1500 ms post stimulus onset
in bilateral IOG, MTG, STS and IFG, on lateral and ventral views. Blue-purple-white colour
scale represents a decrease in signal power (p<0.05).
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may not have been sufficient to distinguish the difference in response between dynamic

and static faces. This highlights the advantage of a multimodal approach.

Later responses were found in MTG and STS around 800 ms. The region in STS, in

particular, showed a strong decrease in oscillatory power between 10-30 Hz from 800 ms

onwards to dynamic faces, which is consistent with the significant increase in power found

in this region in the fMRI study. Additional regions of the face perception network,

including IFG and precentral gyri showed later differential activation around 1000 ms for

dynamic relative to static faces. These findings therefore provide important information

about the characteristics of the dynamic face perception network

A more complete view of the dynamic face perception network can then be gained by

combining this information with the results from the connectivity analysis. Within this

network firstly an early response occurred in IOG within 200 ms, where early visual

processing takes place. The IOG was coupled with regions of MTG and STS, which all

responded within 800 ms of stimulus onset. The regions in the STS maintain a sustained

response, which feeds back into visual regions such as the IOG. Notably, the IOG also

maintains a sustained response from 200 ms onwards for dynamic faces. This sustained

response in IOG has important implications for hierarchical feed forward face perception

models, as it suggests that IOG is not only involved in early visual analysis but may

also play a role in higher level processing (Atkinson and Adolphs, 2011) such as facial

expressions analysis (Pitcher et al., 2008), which may be due to the feedback connections

from the STS.

The STS also feeds forward to frontal regions, including superior frontal and precentral

gyri, and these regions responded differentially to dynamic relative to static faces around

1000 ms post stimulus onset. Regions in IFG responded around 1000 ms and feedback

into the STS and occipito-temporal cortex. This suggests that the STS may act as a

relay centre between regions involved in early visual perceptual processing, and regions of

prefrontal cortex, which are involved in social processing. The sustained response in the

STS provides converging evidence for this, as it may represent multiple activations, which

facilitate the integration of information from multiple input areas (Hein and Knight, 2008).

This provides valuable additional information towards a better understanding of how

dynamic facial expressions are processed in time, space and frequency in an interacting
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network of regions.

While the concordance between these fMRI and MEG analyses was extremely good there

were a few regions that were activated in the fMRI study, but not visible in the group

MEG data, and vice versa. As already stated bilateral IOG were localised with MEG but

not with fMRI and the possible reason for this has already been explained. The amygdala

was also identified with fMRI but not with MEG. These differences may have arisen from

differences in sensitivities of the two methods. For example MEG is relatively insensitive

to deep cortical sources such as the amygdala, whereas fMRI is insensitive to temporally

short responses.

6.2.3.2 Differential activation of the dynamic face perception network

When the network of regions involved in processing dynamic angry facial expressions was

investigated with both fMRI and MEG, again broadly similar regions of activation were

found across the two modalities. Whereby decreases in alpha and beta power in the fol-

lowing regions, middle occipital gyri, MTG, and STS corresponded with increased BOLD

responses in the same regions. The right amygdala and insula were identified as structures

involved in processing dynamic angry faces with fMRI, but only the insula was localised

with MEG. This may be because MEG is relatively insensitive to deep cortical sources.

MEG, on the other hand, localised some additional sources in prefrontal cortex that were

not identified with fMRI, this is possibly because the responses in these regions were more

transient and also they were mainly characterised by changes in delta and theta bands.

It is unclear how these frequency bands correlate with the BOLD response. However,

regions in prefrontal cortex were identified with fMRI in the connectivity analysis.

Despite these discrepancies, a network of regions involved in processing dynamic angry

facial expressions emerged. Within 200 ms early responses occurred in occipito-temporal

regions,in IOG, followed by STS. Both of these regions are reciprocally connected and dis-

played similar response patterns, with an early peak decrease in alpha and beta frequency

bands for dynamic angry expressions. These regions were also coupled with middle oc-

cipital gyrus, which responded around 200 ms, again showing decreased beta power for

dynamic angry expressions. IOG was also coupled with regions in prefrontal cortex, where

regions of IOG showed significantly greater increases in low frequency power (2-8 Hz) for
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dynamic angry facial expressions within 200 ms of stimulus onset

This coupling between IOG and inferior frontal regions is again consistent with the view

that the IOG is an important structure in the face perception network, which may be

involved in multiple stages of face processing, rather than just the early structural en-

coding stage (Atkinson and Adolphs, 2011). It has also been suggested that the coupling

between visual cortical and prefrontal regions may be important in facilitating facial affect

processing (Dima et al., 2011). The amygdala is also effectively connected with frontal

regions during the processing of dynamic angry expressions, and is reciprocally connected

with IFG. Both are effectively connected to the right cingulate, hence these structures

may work together to process the emotional content of the dynamic angry facial expres-

sions, along with the insula which is also involved in processing dynamic angry facial

expressions. This insular response was characterised by greater increases in low frequency

power (3-12 Hz) for dynamic angry facial expressions between 400-1200 ms, which is in

line with previous research linking theta synchronisation with emotional face processing

(Güntekin and Basar, 2007; Knyazev, 2007).

This network corresponds with Adolphs (2002b) model of emotion recognition, where

early structural processing occurs in occipital cortex and feeds forward into temporal

regions, including MTG and STS. A perceptual representation of the facial expression is

then generated from the combined information from regions of occipito-temporal cortex. .

Additional structures including the amygdala, orbitofrontal cortex, somatosensory cortex

and insular cortex, are then recruited from around 300 ms post stimulus onset, to link the

perceptual representation to conceptual knowledge of the emotional and social meaning of

the perceived expression. Importantly, information is then fed back to occipito-temporal

regions to facilitate further processing of the facial expression.

When fMRI and MEG were used to investigate the network of regions involved in pro-

cessing dynamic happy facial expressions, once again broadly similar regions of activation

were found across the two modalities. Sources of decreased alpha and beta power were

localised in middle occipital gyri, MTG, STS and fusiform gyri, which corresponded with

increased BOLD responses in the same regions. The integration of the fMRI, MEG and

connectivity analysis data reveals a neural network involved in processing dynamic happy

facial expressions. Notably this network differs somewhat to that described for dynamic
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angry facial expressions.

Once again IOG responded early within 200 ms of stimulus presentation, as characterised

by a sustained decrease in power (8-30 Hz) with a strong peak around 200 ms. According

to Adolphs (2002b) model this early response reflects the processing of low-level visual

cues related to the emotional facial expression (Vuilleumier and Pourtois, 2007; Morel

et al., 2009). Additionally, IOG was coupled with IFG, which also displayed an early

response to dynamic happy expressions within 200 ms. This response was characterised

by an early increase in low frequency power (2-8 Hz). Again, this coupling between IOG

and IFG may facilitate processing of the emotional content from the dynamic face, in this

case the happy expressions (Dima et al., 2011).

IFG was also effectively connected with the fusiform gyrus, which responded early, showing

a sustained power decrease in the range of 8-28 Hz from 200 ms onwards. Interestingly,

this coupling between IFG and fusiform gyrus appears to be specific to dynamic happy

facial expressions, as these regions were not effectively connected during the processing

of dynamic angry expressions. IOG was also coupled with the fusiform gyrus as well as

with middle occipital gyrus. Accordingly, these regions all show broadly similar response

profiles responding within 400 ms and maintaining a sustained decrease in power between

~8 to 30 Hz for the duration of the dynamic happy face displays.

The STS was also effectively connected with IOG as well as with MTG and both regions

displayed greater and more sustained decreases in alpha and beta power from approxim-

ately 800 ms. The STS and postcentral gyrus were also effectively connected, and the

postcentral gyrus response peaked around 400 ms again characterised by decreases in al-

pha and beta power. This again suggests that the STS acts as a relay centre between

visual regions and regions that are involved in social perception. Where the postcentral

gyrus, according to Adolphs (2002) theory of emotion recognition, is recruited to facilitate

recognition of the happy emotional expressions i.e. the same neural mechanisms involved

in generating the emotional experience.

Finally, converging results were once again obtained between fMRI and MEG during the

investigation of the neural network involved in processing dynamic speech facial displays.

Sources of decreased alpha and beta power were localised in middle occipital gyri, MTG,

STS, IFG and middle frontal gyri, which corresponded with increased BOLD responses in
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the same regions. However, there were two sources of difference, whereby fMRI identified

a source in right precentral gyrus, which was not detected with MEG, while a source in

left postcentral gyrus was localised with MEG but not with fMRI.

By integrating the information obtained from fMRI, MEG and connectivity analysis, the

following neural network for processing dynamic speech facial displays can be described.

IOG responded early, once again, within 200 ms of presentation of the dynamic speech

stimuli. This response was characterised by a strong sustained decrease in power between

5-30 Hz, which reflects the processing of low-level visual cues related to the speech facial

displays (Adolphs, 2002). Regions in IFG also responded within 200 ms, but showed

an increase in power for dynamic speech displays, in a low frequency range from 3-10

Hz. Interestingly while both these regions responded early within 200 ms they were not

effectively connected. IOG, was however effectively connected with STS, which responded

later, around 800 ms again showing a sustained decrease in power in alpha and beta

frequency bands.

STS was also effectively connected with middle occipital gyrus, which again responded

around 800 ms showing decreased power, but this time in a slightly lower frequency range

from 5-20 Hz. The STS was also coupled with frontal regions, again highlighting its role in

linking early perceptual visual processing in inferior and middle occipital gyri, and higher

level processing of the facial speech stimuli in inferior and middle frontal gyri. IFG were

coupled with middle occipital and MTG, which showed similar response profiles that were

characterised by sustained decreases in alpha and beta power from approximately 800 ms

after presentation of dynamic speech stimuli. In contrast a region in postcentral gyrus

responded differentially to dynamic speech displays around 1000 ms, but this response

was characterised by an increase in power between 12-30 Hz for dynamic speech displays.

In sum, it has been shown that a broad network of overlapping regions is involved in

processing different dynamic facial stimuli where the effective connectivity within this

network varies depending on the type of expression that is processed. Furthermore regions

within this network were shown to interact with varying temporal and oscillatory dynamics

during the processing of different facial displays.
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6.3 Methodological considerations and limitations

As described in chapter 2, the stimuli used in the present thesis were purposely created

in order to obtain examples of more naturalistic dynamic facial expressions. A number of

measures were taken to evaluate these stimuli before they were used in the neuroimaging

studies. The dynamic and static stimuli were evaluated psychometrically for recognition

and intensity. Interestingly, happy faces were recognised better than angry faces, which

could be a potential confound in the neuroimaging studies. However, Ekman and Friesen

(1976) report that mean accuracy for recognition of the facial expression of happiness

reached 100% making this the most easily recognised facial expression. Also, participants

were not explicitly required to identify the type of facial expression in the fMRI and MEG

studies, as they were attending to the identity of the face stimuli.

A possible confound could also arise from differences in the amount of motion contained

in the different categories of facial stimuli. A motion capture technique was therefore used

to estimate the amount of motion present in the different categories of facial expression.

No significant differences were found across the different categories of facial display i.e.,

angry, happy and speech displays. However, a small sample size of four models was used,

making it difficult to draw significant quantitative conclusions. A larger sample would

provide a better approximation of the amount of motion across the different facial display

categories. Furthermore, the models that were used in the motion capture experiment

were not the same as those used to create the video clips. Thus, it is possible that there

are additional forms of idiosyncratic motion in the video clips that were not identified

with the motion capture technique. Ideally, therefore it would be best to perform the

motion capture on the same models that are in the stimuli. Unfortunately this was not

possible here.

A 1-back recognition task was used in both the fMRI and MEG studies in order to

ensure that all participants were paying attention and engaging in the same processes

while watching the stimuli. However, this task may have biased face processing due to

cognitive influence from top-down processes, as previous studies have reported differences

in neural activation patterns for passive versus active task instructions during emotion

perception (see e.g., Costafreda et al., 2008). By focusing participants attention on the

identity of the stimuli rather than the specific facial expression we tried to avoid additional
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confounds from recognition of the facial expressions. This is particularly relevant to the

connectivity analysis as it has been shown that the coupling between regions varies under

different task conditions (Fairhall and Ishai, 2007). Therefore it would be interesting to

see if the coupling identified between regions of the face perception network would change

under different task conditions. In general there is a lot of variation in the face perception

literature in experimental design, task, stimuli type, or button response, yet a robust

network of regions is consistently identified but it is important to be aware of the effects

of particular tasks.

Slightly different experimental designs were used in the fMRI and MEG studies which may

have caused additional differences between the results obtained across the two modalities

(see subsection 6.2.3). A block design was used in the fMRI study in order to maximise

statistical power, however an event-related design was used in the MEG study to optimise

results from the SAM analysis. However, identical stimuli, task and presentation time

were used in the fMRI and MEG studies, in an attempt to reduce the effects of additional

external confounding variables. Nevertheless, it would be beneficial to use the same event-

related design in both experiments to facilitate better integration of the two modalities.

Different participants were used in the fMRI and MEG studies. Ideally it would be ad-

vantageous to acquire data from the same participants in both the fMRI and MEG studies,

again to facilitate better integration and comparison of the two modalities. However, be-

cause a limited number of face stimuli were shown in both the fMRI and MEG studies

different participants were used to avoid participants becoming overly habituated to the

faces. Possibly with a larger stimulus set, a counterbalanced and pseudo-random design

could be used with the same participants in the fMRI and MEG. Age and gender have

been shown to influence emotion processing (Fine et al., 2009; Fusar-Poli et al., 2009),

hence these were matched where possible, although slightly more females were available

in this opportunity sample.

6.4 Future directions

In relation to the current findings there are a number of potential avenues of research

that could be explored. A multimodal approach was adopted here in order to combine

the benefits of, excellent spatial resolution from fMRI, with the temporal and frequency
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information from MEG, to gain a better understanding of face processing mechanisms

in the brain. Furthermore, fMRI connectivity analysis was used to estimate connectivity

within the face perception network. However, this connectivity analysis was based on

the haemodynamic response signal, and consequently is an indirect measure of neural

activity. Therefore, an important next step in this multimodal approach would be to

measure connectivity within the face perception network at the neural or electrical level

with MEG, to gain a better understanding of the electrical nature of connectivity within

this network.

While standard methods of connectivity analysis are available for fMRI data, including

the PPI analysis methods that were used in the present thesis, as well as DCM, with

numerous publications on the different techniques (see chapter 3), connectivity analysis

of MEG data has received less attention. MEG connectivity analysis is more challenging

due to the multidimensional nature of the signal, which means that additional factors must

be considered before connectivity analysis can be performed on MEG data. For example,

connectivity analysis can be performed in source or sensor space. In sensor space there

is poor spatial localisation, whereas in source space the ill-posed inverse problem has to

be addressed. That is, multiple MEG sensors will be affected by a single current source,

which means that the signals originating from spatially separate voxels in source space

are not necessarily independent. This cross talk between voxels can therefore generate

spurious connectivity results.

Yet despite these challenges, MEG connectivity analysis has been successfully implemen-

ted in a number of different MEG studies (Gross et al., 2001; Stam et al., 2007; Brookes

et al., 2011), and it has recently become possible to use DCM on MEG data (Kiebel

et al., 2009). Additionally, a compelling study by Brookes et al. (2011) compared meas-

ures of resting state functional connectivity using fMRI and MEG, and found good spatial

agreement between the two modalities. These converging results are encouraging for the

multimodal integration of fMRI and MEG connectivity data, and help to validate both

methods. fMRI provides spatial information, which helps to reduce the uncertainties with

MEG spatial localisation due to the inverse problem, while the addition of electrodynamic

information verifies the neural basis of fMRI connectivity measures. It is therefore im-

portant to use complementary neuroimaging techniques to obtain converging connectivity
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results, which will advance the field. Moreover, this will be particularly beneficial to clin-

ical populations, such as patients with prosopagnosia (Thomas et al., 2009) and autism

(Wicker et al., 2008), where it has been shown that connectivity measures are important

in understanding neural dysfunction in these populations.

The direction of future research is multimodal in every sense of the word, both in relation

to multimodal imaging and also in terms of multimodal perception. With the goal of

achieving more naturalistic and ecologically valid stimuli researchers are now focusing on

the multimodal nature of perception, where information from different modalities such as

visual, auditory and tactile information is integrated over time (Jessen and Kotz, 2011).

In the present thesis dynamic face stimuli were used as a more ecologically valid altern-

ative to static faces, and consequently showed more widespread and differential patterns

of neural activation. However, face and emotion perception are not solely dependent on

visual information, auditory information is also important in social interaction and com-

munication. Therefore an interesting avenue of future research would be to use dynamic

audio-visual stimuli to explore the neural mechanisms of face and emotion perception,

again with both fMRI and MEG.

In a recent EEG study, Jessen and Kotz (2011) found an interaction between visual and

auditory information in emotion perception, where visual information influenced the pro-

cessing of auditory emotional information within 100 ms. Schroeder et al. (2008) also

found that visual information modulated auditory perception of audio-visual speech stim-

uli. Interestingly, they propose that this effect is related to the modulation of ongoing

neuronal oscillatory activity, whereby non-auditory inputs to auditory cortex are proposed

to modulate neuronal activity so that appropriately timed auditory inputs are amplified.

This research is not only interesting from the perspective of audiovisual integration, but

also because it sheds more light on the functional significance of neuronal oscillatory activ-

ity. It would be interesting to explore this hypothesis using audio-visual facial displays

with MEG and SAM analysis.

6.5 Conclusion

In conclusion, this research employing two complementary neuroimaging techniques, un-

covered a distributed network of overlapping regions that was shown to be involved in
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processing different dynamic facial stimuli. Through the use of fMRI and connectivity

analysis it was shown that the effective connectivity within this network varies depending

on the type of expression processed. Furthermore, the regions within this network were

shown to interact with varying temporal and oscillatory dynamics during the processing

of different facial displays. This integrated multimodal approach offers a promising and

useful way to examine the spatiotemporal and frequency dynamics of the neural processes

involved in face perception.
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